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Summary ‘ti le’ view of every SQL Server instance.

Color coding indicates most severe 
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15-min snapshots of waits, 
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Best Practice: Arrange servers with similar properties and 

requirements into Server Groups (See Configuration > Monitoring)
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requirements into Server Groups (See Configuration > Monitoring)

Name of machine and instance

FOCUS WINDOW 

Low level alert raised

Server Activity graph

‘Annotation’ for a SQL Update

(see Configuration > API)

SQL Compare deployment

Click on a tile 

Server Overview page
a timeline of alerts, resource usage and waits,  corelated directly with details of machine and SQL Server perfmon 

counters, running processes, and database activity over the same period
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For the period within 

the “Focus window” of the
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Windows, Active Directory and SQL 

membership of sysadmin, serveradmin 

and securityadmin roles

Space used, average disk 

read and write times, disk 

transfer rate

Sparklines for SQL Server perfmon counters plus 

server properties:
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Top 10 most expensive queries , showing:

• Execution statistics – repopulate and order by Execution count, Duration, 

CPU, IO , Database

• Graphical execution plan - and plan handle to get it from cache

• Waits – any resources the query had to wait to access

• Query history graph - captured from query store; shows any changes in plan 

over the period

Top 10 waits:

• Wait history graph – Frequency or duration (ms) 

of wait (/s), for each wait type detected

• Wait information (from sys.dm_os_wait_stats) 

– inc. wait type, description,wait times

Click on any wait type to see: description, 

possible causes, queries affected

Sparklines for PerfMon counters plus OS properties

Network Utilization (%), Avg. CPU queue length

Memory pages/s, OS Properties (Edition, Version, 

Build)

Sparklines for PerfMon counters plus OS properties

Network Utilization (%), Avg. CPU queue length

Memory pages/s, OS Properties (Edition, Version, 

Build)

VMWare Host properties and metric 

sparklines (CPU, memory, IO)
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Name of each server process, including WMI processes, how long it’s been 

running, and sparklines of its processor and memory use, over the period

Top 10 by blocking duration

Top 10 by CPU

Top 10 by CPU

For the period within 

the “Focus window” of the

Activity graph...

Entries recorded in 

SQL Server error log

A list….

See..

Information from blocked process report  

• For each blocking processes, you’ll see the full blocking chain, along with 

the details of which application issued the process, resources (talbels, 

indexes etc), the SQL text being executed, and more (see also blocking 

process alert)

Information from sys.sysprocesses identifying each user 

process, the program that issued it, % of CPU capacity it was 

using during that period, and how much IO it performed.

Click on an AG to go to its Overview page, revealing useful 

information on the status of the primary and availably replicas 

and metrics such as log growth, the size for the send and redo 

queues, length of transaction delays and more.

Click on a database to see...

Database-level metrics, properties and details of recent 

backups

Processes
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