ISBN: 978-1-906434-04-5 High Performance SQL Server

SQL Server Execution Plans
Grant Fritchey

SQL Server
Execution Plans
Grant Fritchey

Execution plans show you what'’s going on behind the scenes in SQL Server. They can
provide you with a wealth of information on how your queries are being executed by
SQL Server, including:

« Which indexes are being used, and where no indexes are being used at all.

« How the data is being retrieved, and joined, from the tables defined in your query.

« How aggregations in GROUP BY queries are put together.

- The anticipated load, and the estimated cost, that all these operations place upon
the system.

All this information makes the execution plan a vitally important part of the toolbelt of
database administrators, developers, report writers, and pretty much anyone who writes
TSQL to access data in a SQL Server database.

My goal with this book was to gather as much useful information as possible on

execution plans into a single location, and to organize it in such a way that it provided

a clear route through the subject. Right from the basics of capturing plans, through to

their interpretation, and then on to how to use them to understand how you might optimize
your SQL queries, improve your indexing strategy, spot common performance issues,

and more.
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INTRODUCTION

Every day, out in the various discussion boards devoted to Microsoft
SQL Server, the same types of questions come up again and again:

e Why is this query running slow?

e s my index getting used?

e Why isn't my index getting used?

e Why does this query run faster than this query?
e And on and on.

The correct response is probably different in each case, but in order to
arrive at the answer you have to ask the same return question in each
case: have you looked at the execution plan?

Execution plans show you what's going on behind the scenes in SQL
Server. They can provide you with a wealth of information on how your
queries are being executed by SQL Server, including:

e  Which indexes are getting used and where no indexes are being
used at all.

e How the data is being retrieved, and joined, from the tables
defined in your query.

e How aggregations in GROUP BY queries are put together.

e The anticipated load, and the estimated cost, that all these
operations place upon the system.

All this information makes the execution plan a fairly important tool in
the tool belt of database administrator, database developers, report
writers, developers, and pretty much anyone who writes TSQL to access
data in a SQL Server database.

Given the utility and importance of the tool, you'd think there'd be huge
swathes of information devoted to this subject. To be sure, fantastic
information is available from various soutces, but there really isn't any
one place you can go to for focused, practical information on how to
use and interpret execution plans.

This is where my book comes in. My goal was to gather as much useful
information on execution plans as possible into a single location, and to
organize it in such as way that it provided a clear route through the
subject, right from the basics of capturing plans, through their
interpretation, and then on to how to use them to understand how you
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might optimize your SQL queties, improve your indexing strategy, and

SO On.

Specifically, I cover:

Along

How to capture execution plans in graphical, as well as text and
XML formats

A documented method for interpreting execution plans, so that
you can create these plans from your own code and make sense
of them in your own environment

How SQL Server represents and interprets the common SQL
Server objects — indexes, views, detived tables etc — in execution
plans

How to spot some common performance issues such as
bookmark lookups ot unused/missing indexes

How to control execution plans with hints, plans guides and so
on, and why this is a double-edged sword

How XML code appears in execution plans

Advanced topics such as parallelism, forced parameterization
and plan forcing,

the way, I tackle such topics as SQL Server internals,

performance tuning, index optimization and so on. However, my focus
is always on the details of the execution plan, and how these issues are
manifest in these plans. If you are specifically looking for information
on how to optimize SQL, or build efficient indexes, then you need a
book dedicated to these topics. However, if you want to understand
how these issues are interpreted within an execution plan, then this is
the place for you.
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FOREWORD

I have attended many SQL Server conferences since 2000, and I have
spoken with hundreds of people attending them. One of the most
significant trends 1 have noticed over the past eight years is the huge
number of people who have made the transition from IT Professional
or Developer, to SQL Server Database Administrator. In some cases,
the transition has been planned and well thought-out. In other cases, it
was an accidental transition, when an organization desperately needed a
DBA, and the closest warm body was chosen for the job.

No matter the route you took to get there, all DBAs have one thing in
common: we have had to learn how to become DBAs through self-
training, hard work, and trial and error. In other words, there is no
school you can attend to become a DBA, it is something you have to
learn on your own. Some of us are fortunate to attend a class or two, or
to have a great mentor to help us along. However, in most cases, DBAs
become DBAs the hard way: we are thrown into the water and we either
sink or swim.

One of the biggest components of a DBA's self-learning process is
reading. Fortunately, there are many good books on the basics of being
a DBA that make a good starting point for your learning process. Once
you have read the basic books and have gotten some experience under
your belt, you will soon want to know more of the details of how SQL
Server works. While there are a few good books on the advanced use of
SQL Server, there are still many areas that aren't well covered. One of
those areas of missing knowledge is a dedicated book on SQL Server
execution plans.

That's whete Dissecting SOL. Server Execution Plans comes into play. It is
the first book available anywhere that focuses entirely on what SQL
Server execution plans are, how to read them, and how to apply the
information you learn from them in order to boost the performance of
your SQL Servers.

This was not an easy book to write because SQL Server execution plans
are not well documented anywhere. Grant Fritchey spent a huge amount
of time researching SQL Server execution plans, and conducting
original research as necessary, in order to write the material in this book.
Once you understand the fundamentals of SQL Setrver, this book
should be on top of your reading list, because understanding SQL
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Server execution plans is a critical part of becoming an Exceptional
DBA.

As you read the book, take what you have learned and apply it to your
own unique set of circumstances. Only by applying what you have read
will you be able to fully understand and grasp the power of what
execution plans have to offer.

Brad McGehee
Director of DBA Education, Red-Gate Software Cambridge
Cambridge 2008
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CHAPTER 1: EXECUTION PLAN BASICS

An execution plan, simply put, is the result of the query optimizer's
attempt to calculate the most efficient way to implement the request
represented by the T-SQL query you submitted.

Execution plans can tell you how a query will be executed, or how a
query was executed. They are, therefore, the DBA's primary means of
troubleshooting a poorly performing query. Rather than guess at why a
given query is petforming thousands of scans, putting your I/O
through the roof, you can use the execution plan to identify the exact
piece of SQL code that is causing the problem. For example, it may be
scanning an entire table-worth of data when, with the proper index, it
could simply backpack out only the rows you need. All this and more is
displayed in the execution plan.

The aim of this chapter is to enable you to capture actual and estimated
execution plans, in either graphical, text or XML format, and to
understand the basics of how to interpret them. In order to do this,
we'll cover the following topics:

e A brief backgrounder on the query optimizer — execution
plans atre a result of the optimizer's calculations so it's useful to
know at least a little bit about what the optimizer does, and how
it works

e Actual and Estimated execution plans — what they are and how
they differ

e Capturing and interpreting the different visual execution
plan formats — we'll investigate graphical, text and XML
execution plans for a very basic SELECT query

e Automating execution plan capture — using the SQL Server
Profiler tool

What Happens When a Query is Submitted?

When you submit a query to a SQL Server database, a number of
processes on the server go to work on that query. The purpose of all
these processes is to manage the system such that it will provide your
data back to you, or store it, in as timely a manner as possible, whilst
maintaining the integrity of the data.

These processes are run for each and every query submitted to the
system. While there are lots of different actions occurring
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simultaneously within SQL Server, we're going to focus on the
processes around T-SQL. They break down roughly into two stages:

1. Processes that occur in the relational engine

2. Processes that occur in the storage engine.

In the relational engine the query is parsed and then processed by the
Query Optimizer, which generates an execution plan. The plan is sent
(in a binary format) to the storage engine, which it then uses to retrieve
or update the underlying data. The storage engine is where processes
such as locking, index maintenance and transactions occur. Since
execution plans are created in the relational engine, that's where we'll
be focusing our attention.

Query Parsing

When you pass a T-SQL query to the SQL Server system, the first place
it goes to is the relational engine.1

As the T-SQL arrives, it passes through a process that checks that the T-
SQL is written correctly, that it's well formed. This process is known as
query parsing. The output of the Parser process is a parse tree, or query
tree (or even sequence tree). The parse tree represents the logical steps
necessary to execute the query that has been requested.

If the T-SQL string is not a data manipulation language (DML)
statement, it will be not be optimized because, for example, there is only
one "right way" for the SQL Server system to create a table; therefore,
there are no opportunities for improving the performance of that type
of statement. If the T-SQL string is a DML statement, the parse tree is
passed to a process called the algebrizer. The algebrizer resolves all the
names of the various objects, tables and columns, referred to within the
query string. The algebrizer identifies, at the individual column level, all
the types (varchar(50) versus nvarchar(25) and so on) of the objects
being accessed. It also determines the location of aggregates (such as
GROUP BY, and MAX) within the query, a process called aggregate

A T-SQL Query can be an ad hoc query from a command line or a call
to request data from a stored procedure, any T-SQL within a single
batch or a stored procedure, or between "GO" statements.
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binding. This algebrizer process is important because the query may have
aliases or synonyms, names that don't exist in the database, that need to
be resolved, or the query may refer to objects not in the database.

The algebrizer outputs a binary called the query processor tree, which
is then passed on to the query optimizer.

The Query Optimizer

The query optimizer is essentially a piece of software that "models" the
way in which the database relational engine works. Using the query
processor tree and the statistics it has about the data, and applying the
model, it works out what it thinks will be the optimal way to execute the
query — that is, it generates an execution plan.

In other words, the optimizer figures out how best to implement the
request represented by the T-SQL query you submitted. It decides if the
data can be accessed through indexes, what types of joins to use and
much more. The decisions made by the optimizer are based on what it
calculates to be the cost of a given execution plan, in terms of the
required CPU processing and I/O, and how fast it will execute. Hence,
this is known as a cost-based plan.

The optimizer will generate and evaluate many plans (unless there is
already a cached plan) and, generally speaking, will choose the lowest-
cost plan i.e. the plan it thinks will execute the query as fast as possible
and use the least amount of resources, CPU and I/O. The calculation
of the execution speed is the most important calculation and the
optimizer will use a process that is more CPU-intensive if it will return
results that much faster. Sometimes, the optimizer will select a less
efficient plan if it thinks it will take more time to evaluate many plans
than to run a less efficient plan.

If you submit a very simple query — for example, a single table with no
indexes and with no aggregates or calculations within the query — then
rather than spend time trying to calculate the absolute optimal plan, the
optimizer will simply apply a single, trivial plan to these types of
queries.

If the query is non-trivial, the optimizer will perform a cost-based
calculation to select a plan. In order to do this, it relies on statistics that
are maintained by SQL Server.

Statistics are collected on columns and indexes within the database, and
describe the data distribution and the uniqueness, or selectivity, of the
data. The information that makes up statistics is represented by a
histogram, a tabulation of counts of the occurrence of a particular
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value, taken from 200 data points evenly distributed across the data. It's
this "data about the data" that provides the information necessatry for
the optimizer to make its calculations.

If statistics exist for a relevant column or index, then the optimizer will
use them in its calculations. Statistics, by default, are created and
updated automatically within the system for all indexes or for any
column used as a predicate, as part of a WHERE clause or JOIN ON
clause. Table vatiables do not ever have statistics generated on them, so
they are always assumed by the optimizer to have a single row, regardless
of their actual size. Temporary tables do have statistics generated on
them and are stored in the same histogram as permanent tables, for use
within the optimizer.

The optimizer takes these statistics, along with the query processor tree,
and heuristically determines the best plan. This means that it works
through a series of plans, testing different types of join, rearranging the
join order, trying different indexes, and so on, until it arrives at what it
thinks will be the fastest plan. During these calculations, a number is
assigned to each of the steps within the plan, representing the
optimizer's estimation of the amount of time it thinks that step will
take. This shows what is called the estimated cost for that step. The
accumulation of costs for each step is the cost for the execution plan
itself.

It's important to note that the estimated cost is just that — an estimate.
Given an infinite amount of time and complete, up-to-date statistics, the
optimizer would find the perfect plan for executing the query. However,
it attempts to calculate the best plan it can in the least amount of time
possible, and is obviously limited by the quality of the statistics it has
available. Therefore these cost estimations are very useful as measures,
but may not precisely reflect reality.

Once the optimizer arrives at an execution plan, the actual plan is
created and stored in a memory space known as the plan cache —
unless an identical plan already exists in the cache (more on this shortly,
in the section on Execution Plan Reuse). As the optimizer generates
potential plans, it compares them to previously generated plans in the
cache. If it finds a match, it will use that plan.

Query Execution

Once the execution plan is generated, the action switches to the storage
engine, where the query is actually executed, according to the plan.
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We will not go into detail here, except to note that the carefull

g > p y
generated execution may be subject to change during the actual execution
process. For example, this might happen if:

e A determination is made that the plan exceeds the threshold for
a parallel execution (an execution that takes advantage of
multiple processors on the machine — more on parallel
execution in Chapter 3).

e The statistics used to generate the plan were out of date, or
have changed since the original execution plan was created by
the optimizer.

The results of the query are returned to you after the relational engine
changes the format to match that requested in your T-SQL statement,
assuming it was a SELECT.

Estimated and Actual Execution Plans

As discussed previously, there are two distinct types of execution plan.
First, there is the plan that represents the output from the optimizer.
This is known as an Estimated execution plan. The operators, or
steps, within the plan will be labeled as logical, because they're
representative of the optimizer's view of the plan.

Next is the plan that represents the output from the actual query
execution. This type of plan is known, funnily enough, as the Actual
execution plan. It shows what actually happened when the query
executed.

Execution Plan Reuse

It is expensive for the Server to generate execution plans so SQL Server
will keep and reuse plans wherever possible. As they are created, plans
are stored in a section of memory called the plan cache (previously
called the procedure cache).

When a query is submitted to the server, an estimated execution plan is
created by the optimizer. Once that plan is created, and before it gets
passed to the storage engine, the optimizer compares this estimated plan
to actual execution plans that already exist in the plan cache. If an actual
plan is found that matches the estimated one, then the optimizer will
reuse the existing plan, since it's alteady been used before by the query
engine. This reuse avoids the overhead of creating actual execution
plans for large and complex queries or even simple plans for small
queries called thousands of times in a minute.
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Each plan is stored once, unless the cost of the plan lets the optimizer
know that a parallel execution might result in better performance (more
on parallelism in Chapter 8). If the optimizer sees parallelism as an
option, then a second plan is created and stored with a different set of
operations to support parallelism. In this instance, one query gets two
plans.

Execution plans are not kept in memory forever. They are slowly aged
out of the system using an "age" formula that multiplies the estimated
cost of the plan by the number of times it has been used (e.g. a plan
with a cost of 10 that has been referenced 5 times has an "age" value £
of 50). The lazywriter process, an internal process that works to free all
types of cache (including plan cache), periodically scans the objects in
the cache and decreases this value by one each time.

If the following criteria are met, the plan is removed from memory:

e More memory is required by the system
e The "age" of the plan has reached zero

e The plan isn't cutrently being referenced by an existing
connection

Execution plans are not sacrosanct. Certain events and actions can cause
a plan to be recompiled. It is important to remember this because
recompiling execution plans can be a very expensive operation. The
following actions can lead to recompilation of an execution plan:

e  Changing the structure or schema of a table referenced by the

query
Changing an index used by the query

Dropping an index used by the query
Updating the statistics used by the query

Calling the function, sp_recompile

Subjecting the keys in tables referenced by the query to a large
number of inserts or deletes

e For tables with triggers, significant growth of the inserted or
deleted tables

e Mixing DDL and DML within a single query, often called a
deferred compile

e  Changing the SET options within the execution of the query

e Changing the structure or schema of temporary tables used by
the query

e Changes to dynamic views used by the query
e Changes to cursor options within the query
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e Changes to a remote rowset, like in a distributed partitioned
view

e When using client side cursors, if the FOR BROWSE options
are changed

Since the cache plays such an important role in how execution plans
operate, you need a few tools for querying and working with the plan
cache. First off, while testing, you may want to see how long a plan takes
to compile, or to investigate how minor adjustments might create
slightly different plans. To completely clear the cache, run this:

DBCC FREEPROCCACHE

You're going to want to see the objects within the cache in order to see
how the optimizer and storage engine created your plan. With dynamic
management views and dynamic management functions, we can easily
put together a query to get a very complete set of information about the
execution plans on our system:

SELECT ].[refcounts]
] . [usecounts]
1. [objtype]
1. [dbid]
1. [objectid]
1. [text]
].[query plan]
FROM sys.dm exec cached plans cp
"ROSS APPLY sys.dm exec sgl text (cp.plan handle) st
APPLY sys.dm exec query plan(cp.plan handle)

With this query we can see the SQL called and the XML plan generated
by the execution of that SQL. You can use the XML directly or open it
as a graphical execution plan.

Why the Actual and Estimated Execution Plans Might
Differ

Generally, you probably won't see any differences between your esti-
mated and actual execution plans. However, circumstances can atise that
can cause differences between the estimated and actual execution plans.
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When Statistics are Stale

The main cause of a difference between the plans is differences
between the statistics and the actual data. This generally occurs over
time as data is added and deleted. This causes the key values that define
the index to change, or their distribution (how many of what type) to
change. The automatic update of statistics that occurs, assuming it's
turned on, only samples a subset of the data in order to reduce the cost
of the operation. This means that, over time, the statistics become a
less-and-less accurate reflection of the actual data. Not only can this
cause differences between the plans, but you can get bad execution
plans because the statistical data is not up to date.2

When the Estimated Plan is Invalid

In some instances, the estimated plan won't work at all. For example, try
generating an estimated plan for this simple bit of code:

CREATE TABLE TempTable

(

Id INT IDENTITY (1, 1)
,Dsc NVARCHAR (50)
) i

INSERT INTO TempTable ( Dsc )
SELECT [Name]

FROM [Sales] . [Store];
SELECT o
FROM TempTable;

DROP TABLE TempTable;

You will get this error:

Msg 208, Level 16, State 1, Line 7
Invalid object name 'TempTable'.

2 An example demonstrating how a drastic change in the data can affect
the execution plan is given in the Statistics and Indexes section of
Chapter 4.
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The optimizer, which is what is used to generate Estimated Execution
plans, doesn't execute T-SQL. It does run the statements through the
algebrizer, the process outlined earlier that is responsible for verifying
the names of database objects. Since the query has not yet been
executed, the temporary table does not yet exist. This is the cause of the
error. Running this same bit of code through the Actual execution plan
will work perfectly fine.

When Parallelism is Requested

When a plan meets the threshold for parallelism (more about this in
Chapter 8) two plans are created. Which plan is actually executed is up
to the query engine. So you might see a plan with, or without, parallel
operators in the estimated execution plan. When the query actually
executes, you may see a completely different plan if the query engine
determines that it either can't support a parallel query at that time or
that a parallel query is called for.

Execution Plan Formats

SQL Server offers only one type of execution plan (be it estimated or
actual), but three different formats in which to view that execution plan.

e  Graphical Plans
e Text Plans
e XML Plans

The one you choose will depend on the level of detail you want to see,
and on the individual DBA's preferences and methods.

Graphical Plans

These are quick and easy to read but the detailed data for the plan is
masked. Both Estimated and Actual execution plans can be viewed in
graphical format.

Text Plans

These are a bit harder to read, but more information is immediately
available. There are three text plan formats:

e SHOWPLAN_ALL: a reasonably complete set of data
showing the Estimated execution plan for the query

e SHOWPLAN_TEXT: provides a very limited set of data for
use with tools like osql.exe. It too only shows the Estimated
execution plan
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e STATISTICS PROFILE: similar to SHOWPLAN_ALL
except it represents the data for the Actual execution plan

XML Plans

XML plans present the most complete set of data available on a plan, all
on display in the structured XML format. There are two varieties of
XML plan:

e  SHOWPLAN_XML: The plan generated by the optimizer
prior to execution.
e STATISTICS XML: The XML format of the Actual

execution plan.

Getting Started

Execution plans are there to assist you in writing efficient T-SQL code,
troubleshooting existing T-SQL behavior or monitoring and reporting
on your systems. How you use them and view them is up to you, but
first you need to understand the information contained within the plans
and how to interpret it. One of the best ways to learn about execution
plans is to see them in action, so let's get started.

Please note that occasionally, especially when we move on to more
complex plans, the plan that you see may differ slightly from the one
presented in the book. This might be because we are using different
versions of SQL Server (different SP levels and hot fixes), that we are
using slightly different versions of the AdventureWorks database, or
because of how the AdventureWorks database has been altered over
time as each of us has played around in it. So while most of the plans
you get should be very similar to what we display here, don't be too
surprised if you try the code and see something different

Sample Code

Throughout the following text, I'll be supplying T-SQL code that you're
encouraged to run for yourself. All of the source code is freely
downloadable from the Simple Talk Publishing website (http://
www.simple-talk.com/).

The examples are written for SQL 2005 sample database,
Adventureworks. You can get hold of get a copy of Adventureworks
from here:

http://www.codeplex.com/MSFTDBProdSamples
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If you are working with procedures and scripts other than those
supplied, please remember that encrypted procedures will not display an
execution plan.

The plans you see may not precisely reflect the plans generated for the
book. Depending on how old a given copy of AdventureWorks may be,
the statistics could be different, the indexes may be different, the
structure and data may be different. So please be aware that you won't
always see the same thing if you run the examples.

The initial execution plans will be simple and easy to read from the
samples presented in the text. As the queties and plans become more
complicated, the book will describe the situation but, in order to easily
see the graphical execution plans or the complete set of XML, it will be
necessary to generate the plans. So, please, read next to your machine, so
that you can try running each query yourself!

Permissions Required to View Execution Plans

In order to see the execution plans for the following queries you must
have the correct permissions within the database. Once that's set,
assuming you're not sysadmin, dbcreator or db_owner, you'll need to
be granted the ShowPlan permission within the database being tested.
Further, you'll need this permission on each database referenced by the
queries for which you hope to generate a plan. Run the statement:

GRANT SHOWPLAN TO [username]

Substituting the user name will enable execution plans for that user on
that database.

Working with Graphical Execution Plans

In order to focus on the basics of capturing Estimated and Actual
execution plans, the first query will be one of the simplest possible
queties, and we'll build from there. Open up Management Studio, and
type the following into the query window:

SELECT *
FROM [dbo] . [DatabaseLog];
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Getting the Estimated Plan

We'll start by viewing the graphical estimated execution plan that is
generated by the query optimizer, so there's no need to actually run the

query yet.

We can find out what the optimizer estimates to be the least costly plan
in one of following ways:

e Click on the "Display Estimated Execution Plan" icon on the
tool bar.

e Right-click the query window and select the same option from
the menu.

e  (lick on the Query option in the menu bar and select the same
choice.

e Simply hit CTRL-L on the keyboard.

I tend to click the icon more often than not but, either way, we see our
very first Estimated execution plan, as in Figure 1.

| 0y Messages S'“ Exacution plan |

| guery 1: Query cost (relative to the batch): 100%
| SELECT * FROM [dbo]. [DatabaselLogq]

| -
|I
| oy : Table Scan

[AdventureWorks] . [dbo] . [Data.
Cost: 100 %

Figure 1

We'll explain what this plan means shortly, but first, let's capture the
Actual execution plan.

Getting the Actual Plan

Actual execution plans, unlike Estimated execution plans, do not
represent the calculations of the optimizer. Instead this execution plan
shows what happened when the query was executed. The two will often
be identical but will sometimes differ, due to changes to the execution
plan made by the storage engine.

Again, there are several ways to generate our first graphical Actual
Execution Plan:

e (Click on the icon on the tool bar called "Include Actual
Execution Plan."

e Right-click within the query window and choose the "Include
Actual Execution Plan" menu item.
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e Choose the same option in the Query menu choice.
e Type Control-M.

Each of these methods functions as an "on" switch and an execution
plan will be created for all queries run from that query window until you
turn it off again.

So, activate execution plans by your preferred method and execute the
query. You should see an execution plan like the one in Figure 2.

ju g | .
T Results| 3 Messages 4 Execution Dlan|

Query 1: Query cost (relatiwve to the batch): 100%
JELECT * FREOM [dbo].[DatsbhaseLog]

E:)

Table Scan
[AdventureWorks] . [dbo]. [atabaseLog]
Cost: 100 %

Figure 2

In this simple case the Actual plan is identical to the Estimated plan.

Interpreting Graphical Execution Plans

The icons you see in Figures 1 and 2 are the first two of approximately
78 operators that represent various actions and decisions that potentially
make up an execution plan. On the left is the SELECT icon, an icon
that you'll see quite a lot of and that you can usually completely ignore.
It's the final result and formatting from the relational engine. The icon
on the right represents a table scan3. This is the first, and one of the

3 A table scan occurs when the storage engine is forced to walk
through the table, row by row, either returning everything, as in our
case, because we're not using a WHERE clause and we're not hitting a
covering index (an index that includes all the columns referred to in the
query for a given table), or searching everything to identify the
appropriate rows to return to the user. As you might imagine, as the
number of rows in the table grows, this operation gets more and more
expensive.
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casiest, icons to look for when trying to track down performance
problems.

Usually, you read a graphical execution plan from right to left and top to
bottom. You'll also note that thete is an arrow pointing between the two
icons. This arrow represents the data being passed between the
operators, as represented by the icons. So, in this case, we simply have a
table scan operator producing the result set (represented by the Select
operator). The thickness of the arrow reflects the amount of data being
passed, thicker meaning more rows. This is another visual clue as to
where performance issues may lie. You can hover with the mouse
pointer over these arrows and it will show the number of rows that it
represents. For example, if your query returns two rows, but the
execution plan shows a big thick arrow indicating many rows being
processed, then that's something to possibly investigate.

Below each icon is displayed a number as a percentage. This number
represents the relative cost to the query for that operator. That cost,
returned from the optimizer, is the estimated execution time for that
operation. In our case, all the cost is associated with the table scan.
While a cost may be represented as 0% or 100%, remember that, as
these are ratios, not actual numbers, even a 0% operator will have a
small cost associated with it.

Above the icons is displayed as much of the query string as will fit and a
"cost (relative to batch)" of 100%. Just as each query can have multiple
steps, and each of those steps will have a cost relative to the query, you
can also run multiple queries within a batch and get execution plans for
them. They will then show up as different costs as a part of the whole.

ToolTips

Each of the icons and the arrows has, associated with it, a pop-up
window called a ToolTip, which you can access by hovering your
mouse pointer over the icon.

Pull up the Estimated execution plan, hover over the SELECT
operator, and you should see the ToolTip window shown in Figure 3.

SELECT
Cached plan size 9B
Estimated Operator Cost 0 {0%)
Estimated Subtree Cost 0.108154
Estimated Number of Rows 359

Statement
SELECT * FROM [dbo] [Databaselog]

Figure 3
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Here we get the numbers generated by the optimizer on the following:

e Cached plan size — how much memory the plan generated by
this query will take up in stored procedure cache. This is a
useful number when investigating cache performance issues
because you'll be able to see which plans atre taking up more
memoty.

e Estimated Operator Cost — we've already seen this as the
percentage cost in Figure 1.

e Estimated Subtree Cost — tells us the accumulated optimizer
cost assigned to this step and all previous steps, but remember
to read from right to left. This number is meaningless in the
real world, but is a mathematical evaluation used by the query
optimizer to determine the cost of the operator in question; it
represents the amount of time that the optimizer thinks this
operator will take.

e Estimated number of rows — calculated based on the
statistics available to the optimizer for the table or index in
question.

Below this information, we see the statement that represents the entire
query that we're processing. If we look at the ToolTip information for
the Table Scan we see the information in Figure 4.

Table Scan
Scan rows from a table.

Physical Operation Table Scan
Logical Operation Table Scan
Estimated [,/0 Cost 0107569
Estimated CPU Cost 0.0005543
Estimated Operator Cost 0,108154 (100%)
Estimated Subtree Cost 0.108154
Estimated Number of Rows 3B
Estimated Row Size 8569 B
Ordered False
Node ID [8]
Object

[Adventureworks].[dbo] [DatabaselLog]

Output List

[Adventureworks].[dbo].

[Catabasel og].Databasel ogIny, [AdventurelWorks].
[dbo].[Catabaselog] PostTime, [AdventurelWorks],
[dbo].[Catabaselog] Databaselser,
[Adventureworks].[dbo] [DatabaseLog] Event,
[Adventureworks].[dbo] [DatabaseLog].Schema,
[Adventureworks].[dbo] [DatabaseLog].Object,
[Adventureworks].[dbo] [DatabaselLog] TSOL,
[Adventureworks].[dbo] [Databaselog]. »mlEvent

Figure 4
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Each of the different operators will have a distinct set of data. The
operator in Figure 4 is performing work of a different nature than that
in Figure 3, and so we get a different set of details. First, the Physical
and Logical Operations are listed. The logical operators are the results
of the optimizer's calculations for what should happen when the query
executes. The physical operators represent what actually occurred. The
logical and physical operators are usually the same, but not always —
more on that in Chapter 2.

After that, we see the estimated costs for 1/O, CPU, Operator and
Subtree. The Subtree is simply the section of the execution tree that we
have looked at so far, working right to left again, and top to bottom. All
estimations are based on the statistics available on the columns and
indexes in any table.

The I/O Cost and CPU cost are not actual operators, but rather the
cost numbers assigned by the Query Optimizer during its calculations.
These numbers are useful when determining whether most of the cost
is I/O-based (as in this case), or if we're putting a load on the CPU. A
bigger number means more processing in this area. Again, these are not
hard and absolute numbers, but rather pointers that help to suggest
where the actual cost in a given operation may lie.

You'll note that, in this case, the operator cost and the subtree cost ate
the same, since the table scan is the only operator. For more complex
trees, with more operators, you'll see that the cost accumulates as the
individual cost for each operator is added to the total. You get the full
cost of the plan from the final operation in the query plan, in this case
the Select operator.

Again we see the estimated number of rows. This is displayed for each
operation because each operation is dealing with different sets of data.
When we get to more complicated execution plans, you'll see the
number of rows change as various operators perform their work on the
data as it passes between each operator. Knowing how the rows are
added or filtered out by each operator helps you understand how the
query is being performed within the execution process.

Another important piece of information, when attempting to
troubleshoot performance issues, is the Boolean value displayed for
Ordered. This tells you whether or not the data that this operator is
working with is in an ordered state. Certain operations, for example, an
ORDER BY clause in a SELECT statement, may require data to be
placed in a particular order, sorted by a particular value or set of values.
Knowing whether or not the data is in an Ordered state helps show
where extra processing may be occurring to get the data into that state.
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Finally, Node ID is the ordinal, which simply means numbered in order,
of the node itself, interestingly enough numbered left to right, despite
the fact that the operations are best read right to left.

All these details ate available to help you understand what's happening
within the query in question. You'll be able to walk through the various
operators, observing how the subtree cost accumulates, how the number
of rows changes, and so on. With these details you'll be able to identify
processes that are using excessive amounts of CPU or tables that need
more indexes, or indexes that are not used, and so on.

Operator Properties

More information is available than that presented in the ToolTips.
Right-click any icon within a graphical execution plan and select the
"Properties”" menu item to get a detailed list of information about that
operation. Figure 5 shows the details from the original table scan.

B Misc

[Adventureworks].[dbo][Databaselog] DatabaseLoglD, [-)

B Ohiject [AdventureWorks] [dbo][Databaselog]
Bl Output List [AdventureWorks] [dbo][Databaselog] DatabaseLoglD, [Ad)
= [1] [AdventureWorks] [dbo] [Databaselog] DatabaseLoglD:
[2] [Adventureworks] [dbo][Databaselog] PostTime
[3] [AdventureWorks] [dbo][Databaselog] Databasel Jser
[4] [Adventureworks] [dbo][Databaselog] Event
[5] [AdventureWorks] [dbo] [Databaselog].Schema
[e] [AdventurewWorks] [dbo][DatabaselLog].Object
[7] [AdventureWorks] [dbo][Databaselog] TSGQL

8] [AdventureWorks] [dbo][DatabaseLog].XxmEvent

Figure 5
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Most of this information should be familiar, but some of it is new
Starting from the top, Defined Values displays the information that
this operation adds to the process. These can be a part of the basic
query, in this case the columns being selected, or they can be internally
created values as part of the query processing, such as a flag used to
determine referential integrity, or a placeholder for counts for aggregate
functions.

Under the Defined Values property, we get a description of the
operation and then some familiar Estimated Cost data. After that we
see:

e Estimated Rebinds and Rewinds, values which describe the
number of times an Init() operator is called in the plan.

e The Forced Index value would be True when a query hint is
used to put a specific index to use within a query. SQL Server
supplies the functionality in query hints as a way to give you
some control over how a query is executed. Query hints are
covered in detail in Chapter 4.

e NoExpandHint this is roughly the same concept as Forced
Index, but applied to indexed views.

By expanding the Object property, you can see details on the object in
question. The Output List property provides details of each of the
output columns. You'll also find out whether or not this operator is
taking part in a parallel operation, (when multiple CPUs are used by one
operator).

Working with Text Execution Plans

The graphical execution plans are very useful because they'te so easy to
read. However, a lot of the data about the operators is not immediately
visible to you. Some can be seen in a limited form in the ToolTip
windows, and the complete set is available in the Properties window.
Wouldn't it be great if there was a way to see all that information at
once?

In the case of really large queries with incredibly complex plans or large
number of batch statements, wouldn't it be handy to be able to search
through for particular bits of information, table scans or the highest
operator cost or something? Well, you can. Two methods exist: Text
Execution Plans and XML Execution Plans.

Microsoft is planning on deprecating Text Execution Plans, so we'll
cover them in relatively little detail.
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Getting the Estimated Text Plan

To activate the text version of the Estimated text execution plan, simply
issue the following command at the start of the query:

SET SHOWPLAN ALL ON;

It's important to remember that, with SHOWPLAN_ALL set to ON,
execution information is collected for all subsequent T-SQL statements,
but those statements are not actually executed. Hence, we get the
estimated plan. It's very important to remember to turn
SHOWPLAN_ALL OFF after you have captured the information you
require. If you forget, and submit a CREATE, UPDATE or
DELETE statement with SHOWPLAN_ALL turned on, then those
statements won't be executed, and a table you might expect to exist, for
example, will not.

To turn SHOWPLAN_ALL off, simply issue:

SET SHOWPLAN ALL OFF;

We can also use the equivalent commands for SHOWPLAN_TEXT.
The text-only show plan is meant for use with tools like osql.exe, where
the result sets can be readily parsed and stored by a tool dealing with
text values, as opposed to actual result sets, as the SHOWPLAN_ALL
function does.

We focus only on SHOWPLAN_ALL here.

Getting the Actual Text Plan

In order to activate and deactivate the text version of the Actual
execution plan, use:

SET STATISTICS PROFILE ON

And:

SET STATISTICS PROFILE OFF
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Interpreting Text Plans

We'll stick with the same basic query we used when discussing graphical
plans, so execute the following:

GO
| SELECT *
FROM [dbo].[DatabaseLog];
GO
SET SHOWPLAN ALL OFF;

‘GO

When you execute this query, the estimated plan is shown in the results
pane. Here is the first column of the results:

SELECT*  FROM [dbo] [DatabaseLog]: 1 1 i NULL NULL 1
-Table S can[DBJECT. [[Adventurewiorks)[d . 1 2 1 Table San  Table Scan  OBJECT:[[Adventurewarks] [dbo] [Databa:

StrtT ext Statld | Madeld Parent Physical0p | Logicallp  Argument J

Figure 6

This screen shot was trimmed to keep the text as readable as possible.
The text plan generated roughly parallels the graphical plan. The first
row is the SELECT statement that was submitted. The rows following
are the physical operations occurring within the query plan. In or case
that means one row i.e. the table scan.

As we progress and view more complex text plans, in later chapters,
you'll quickly realize that they are not as readily readable as the graphical
plan. Thete's also no easy route through the query, such as we have with
the "read it right to left" approach in the graphical plans. You start in
the middle and move outwards, helped by the indentation of the data
and the use of pipe (| ) to connect the statements parent to child.

In addition to the first column, the details that were hidden in the
ToolTip or in the Properties window are displayed in a setries of
columns. Most of the information that you're used to seeing is here,
plus a little more. So, while the Nodeld was available in the graphical
plan, because of the nature of the graphical plan, nothing was required
to identify the parent of a given node. In the SHOWPLAN_ALL we
get a column showing the Parent Nodeld. As you scan right you'll see
many other familiar columns, such as the TotalSubTreeCost,
EstimateRows and so on. Some of the columns are hard to read, such
as the Defined List (the values or columns introduced by this operation
to the data stream), which is displayed as just a comma-separated list.
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Working with XML Execution Plans

XML Plans are the new and recommended way of displaying the
execution plans in SQL Server 2005. They offer functionality not
previously available.

Getting the Actual and Estimated XML Plans

In order to activate and deactivate the XML version of the Estimated
execution plan, use:

SET SHOWPLAN XML ON

SET SHOWPLAN XML OFF

As for SHOWPLAN_ALL, the SHOWPLAN_XML command is
essentially an instruction not to execute any T-SQL statements that
follow, but instead to collect execution plan information for those
statements, in the form of an XML document. Again, it's important to
turn SHOWPLAN_XML off as soon as you have finished collecting
plan information, so that subsequent T-SQL execute as intended.

For the XML version of the Actual plan, use:

SET STATISTICS XML ON

SET STATISTICS XML OFF

Interpreting XML Plans

Once again, let's look at the same execution plan as we evaluated with
the text plan.

GO
SET SHOWPLAN XML ON;
GO
SELECT *
FROM [dbo] . [DatabaseLog];
SET SHOWPLAN XML OFF;
GO

The result, in the default grid mode, is shown in figure 7:
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& Results [y Messages

I Microsoft SOL Server 2005 XML Showplan
| 1 éﬂSthPIanXML xmlns="http:Aschemas. microsoft. comdsg. .

Figure 7
The link is a pointer to an XML file located here:

\Microsoft SQL Server\90\Tools\Binn\schemas\sglserver\2003\0
3\showplan\showplanxml.xsd

Clicking on this link opens the execution plan in XML format in a
browser window within the SQL Server Management Studio (SSMS).
You can view the output in text, grid or file (default is grid). You can
change the output format from the Query | Results To menu option.

A lot of information is put at your fingertips with XML plans — much
of which we won't encounter here with our simple example, but will get
to in later, more complex plans. Nevertheless, even this simple plan will
give you a good feel for the XML format.

The results, even for our simple query, are too large to output here. I'll
go over them by reviewing various elements and attributes. The full
schema is available here:

http://schemas.microsoft.com/sglserver/2004/07/showplan/

Listed first are the BatchSequence, Batch and Statements elements.
In this example, we're only looking at a single Batch and a single
Statement, so nothing else is displayed. Next, like all the other execution
plans we've reviewed so far, we see the query in question as patt of the
StmtSimple element. Within that, we receive a list of attributes of the
statement itself, and some physical attributes of the QueryPlan:

<StmtSimple StatementText="SELECT * &#xD;&#xA; FROM
[dbo] . [DatabaselLog]; &#xD; &#xA; " StatementId="1"
StatementCompId="1" StatementType="SELECT"
StatementSubTreeCost="0.108154" StatementEstRows="389"
StatementOptmLevel="TRIVIAL">

<StatementSetOptions QUOTED IDENTIFIER="false"
ARITHABORT="true" CONCAT NULL YIELDS NULL="false"
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ANSI NULLS="false" ANSI PADDING="false"
ANSI WARNINGS="false" NUMERIC ROUNDABORT="false" />
<QueryPlan CachedPlanSize="9">

Clearly a lot more information is on immediate display than was
provided for SHOWPLAN_ALL. Notice that the optimizer has
chosen a trivial execution plan, as we might expect. Information such as
the CachedPlanSize will help you to determine if, for example, your
query exceeds one page in length, and gets sent into the LeaveBehind
memory space.

After that, we have the RelOp element, which provides the information
we're familiar with, regarding a particular operation, in this case the table
scan.

<RelOp NodeId="0" PhysicalOp="Table Scan"
LogicalOp="Table Scan" EstimateRows="389"
EstimateIO="0.107569" EstimateCPU="0.0005849"
AvgRowSize="8569" EstimatedTotalSubtreeCost="0.108154"
Parallel="0" EstimateRebinds="0" EstimateRewinds="0">

Not only is there more information than in the text plans, but it's also
much more readily available and easier to read than in either the text
plans or the graphical plans (although the flow through the graphical
plans is much easier to read). For example, a problematic column, like
the Defined List mentioned eatlier, that is difficult to read, becomes the
OutputList element with a list of ColumnReference elements, each
containing a set of attributes to describe that column:

<OutputList>

<ColumnReference Database="[AdventureWorks]"
Schema="[dbo]" Table="[DatabaseLog]"

Column="DatabaseLogID" />

<ColumnReference Database="[AdventureWorks]"
Schema="[dbo]" Table="[DatabaseLog]" Column="PostTime" />

<ColumnReference Database="[AdventureWorks]"
Schema="[dbo]" Table="[DatabaseLog]"

Column="DatabaseUser" />

<ColumnReference Database="[AdventureWorks]"
Schema="[dbo]" Table="[DatabaseLog]" Column="Event" />

<ColumnReference Database="[AdventureWorks]"
Schema="[dbo]" Table="[DatabaselLog]" Column="Schema" />

<ColumnReference Database="[AdventureWorks]"
Schema="[dbo]" Table="[DatabaseLog]" Column="Object" />

<ColumnReference Database="[AdventureWorks]"
Schema="[dbo]" Table="[DatabaselLog]" Column="TSQL" />
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<ColumnReference Database="[AdventureWorks]"
Schema="[dbo]" Table="[DatabaseLog]" Column="XmlEvent" />

</OutputList>

This makes XML not only easier to read, but much more readily
translated directly back to the original query.

Back to the plan, after RelOp element referenced above we have the
table scan element:

<TableScan Ordered="0" ForcedIndex="0" NoExpandHint="0">

Followed by a list of defined values that lays out the columns referenced
by the operation:

<DefinedValues>
<DefinedValue>
<ColumnReference
Database=" [AdventureWorks]" Schema="[dbo]"
Table="[DatabaseLog]" Column="DatabaseLogID" />
</DefinedValue>
<DefinedValue>
..<output cropped>.....

Saving XML Plans as Graphical Plans

You can save the execution plan without opening it by right-clicking
within the results and selecting "Save As." You then have to change the
filter to "*.*" and when you type the name of the file you want to save
add the extension ".sqlplan." This is how the Books Online
recommends saving an XML execution plan. In fact, what you get when
you save it this way is actually a graphical execution plan file. This can
actually be a very useful feature. For example, you might collect multiple
plans in XML format, save them to file and then open them in easy-to-
view (and compare) graphical format.

One of the benefits of extracting an XML plan and saving it as a
separate file is that you can share it with others. For example, you can
send the XML plan of a slow-running query to a DBA friend and ask
them their opinion on how to rewrite the query. Once the friend
receives the XML plan, they can open it up in Management Studio and
review it as a graphical execution plan.
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In order to actually save an XML plan as XML, you need to first open
the results into the XML window. If you attempt to save to XML
directly from the result window you only get what is on display in the
result window. Another option is to go to the place where the plan is
stored, as defined above, and copy it.

Automating Plan Capture Using SQL Server
Profiler

During development you will capture execution plans for targeted T-
SQL statements, using one of the techniques described in this chapter.
You will activate execution plan capture, run the query in question, and
then disable it again.

However, if you atre troubleshooting on a test or live production server,
the situation is different. A production system may be subject to tens or
hundreds of sessions executing tens or hundreds or queries, each with
varying parameter sets and varying plans. In this situation we need a way
to automate plan capture so that we can collect a large number of plans
simultaneously. In SQL Server 2005 you can use Profiler to capture
XML execution plans, as the queries are executing. You can then
examine the collected plans, looking for the queries with the highest
costs, or simply searching the plans to find, for example, Table Scan
operations that you'd like to eliminate.

SQL Server 2005 Profiler is a powerful tool that allows you to capture
data about events, such as the execution of T-SQL or a stored
procedure, occurring within SQL Server. Profiler events can be tracked
manually, through a GUI interface, or traces can be defined through T-
SQL (or the GUI) and automated to run at certain times and for certain
periods.

These traces can be viewed on the screen or sent to or to a file or a table
in a database.*

* Detailed coverage of Profiler is out of scope for this book, but more
information can be found in Books Online
(http://msdn2.microsoft.com/en-us/library/ms173757.aspx).
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Execution Plan events

The various trace events that will generate an execution plan are as

follow:

Showplan Text: This event fires with each execution of a
query and will generate the same type of estimated plan as the
SHOWPLAN_TEXT T-SQL statement. Showplan Text will
work on SQL 2005 databases, but it only shows a subset of the
information available to ShowPlan XML. We've already
discussed the shortcomings of the text execution plans, and this
is on the list for deprecation in the future.

Showplan Text (unencoded): Same as above, but it shows the
information as a string instead of binary. This is also on the list
for deprecation in the future.

Showplan All: This event fires as each query executes and will
generate the same type of estimated execution plan as the
SHOWPLAN_ALL TSQL statement. This has the same
shortcomings as Showplan Text, and is on the list for future
deprecation.

Showplan All for Query Compile: This event generates the
same data as the Showplan All event, but it only fires when a
query compile event occurs. This is also on the list for
deprecation in the future.

Showplan Statistics Profile: This event generates the actual
execution plan in the same way as the TSQL command
STATISTICS PROFILE. It still has all the shortcomings of
the text output, including only supplying a subset of the data
available to STATISTICS XML in TSQL or the Showplan
XML Statistics Profile event in SQL Server Profiler. The
Showplan Statistics Profile event is on the list for
deprecation.

Showplan XML: The event fires with each execution of a
query and generates an estimated execution plan in the same
way as SHOWPLAN_XML.

Showplan XML For Query Compile: Like Showplan XML
above, but it only fires on a compile of a given query.
Performance Statistics: Similar to the Showplan XML For
Query Compile event, except this event captures performance
metrics for the query as well as the plan. This only captures
XML output for certain event subclasses, defined with the
event. It fires the first time a plan is cached, compiled,
recompiled or removed from cache.
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e Showplan XML Statistics Profile: This event will generate
the actual execution plan for each query, as it runs.

Capturing all of the execution plans, using Showplan XML or Showplan
XML Statistics Profile, inherently places a sizeable load on the server.
These are not lightweight event capture scenarios. Even the use of the
less frequent Showplan XML for Query Compile will cause a small
performance hit. Use due diligence when running traces of this type
against any production machine.

Capturing a Showplan XML Trace

The SQL Server 2005 Profiler Showplan XML event captures the XML
execution plan used by the query optimizer to execute a query. To
capture a basic Profiler trace, showing estimated execution plans, start
up Profiler, create a new trace and connect to a server>.

Switch to the "Events Selection" tab and click on the "Show all events"
check box. The Showplan XML event is located within the Performance
section, so click on the plus (+) sign to expand that selection. Click on
the Showplan XML event.

While you can capture the Showplan XML event by itself in Profiler, it
is generally more useful if you capture it along with some other basic
events, such as:

e RPC: Completed
e SQL:BatchStarting
e SQL:BatchCompleted

> By default, only an SA, or a member of the SYSADMIN group can
create and run a Profiler trace — or a use who has been granted the
ALTER TRACE permission.



Trace Properties

General  Events Selection | Events Exraction Settings |

Review selected events and event columns to trace. To see a complete list, select the "Show all events” and “Show all columns™ options.

Everts | TextD... [ Appic... | NTUs... [ Logn.. [CPU_ [ Reads | Wites | Durati... | Client... [ SPID | StanT... |
=l Performance
% Showplan XML 2 I R W
= Stored Procedures
[ RPCCompleted W I W I I W I v W I I
= TsaL
I SQL:BatchCompleted W I W I I W I v W I I
¥ SQLBatchStating 2 4 2 4 2 4 4

o i ] v

Includes event classes that are produced when SQL data manipulation (DML) operstors execute ™ Show all everts

I~ Show all columns

Column Fitters

Organize Columns |

Fn | cancel | hep |

Mo data column selected

Fignre 8

These extra events provide additional information to help put the XML
plan into context. For example, you can see what occurred just before
and after the event you are interested in.

Once Showplan XML is selected, or any of the other XML events, a
third tab appears called Events Extraction Settings. On this tab, you
can choose to output the XML as it's generated to a separate file, for
later use. Not only can you define the file, but also determine whether
or not all the XML will go into a single file or a series of files, unique to
each execution plan.

Trace Properties

General | Events Selection Events Extraction Sstings |

XML Showplan

[ save XML Showplan events separately
XML Showplan results file:

C\Docurments and Settings\fritzheygiy Docurments\Articles\ExecutiorPlane\Profiler SOLPIan

| (& Al XML Showplan batches in a single file
(" Each XML Showplan batch in a distinct file

Figure 9

Click on the "Run" button in order to start the trace. When you capture
the above events, you get a trace like the one shown in Figure 10.
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# 5QL Server Profiler - [Untitled - 4 (PELE)] (=] D S
&4 File Edit View Replay Tools Window Help [-[=][x]
dhESgFac|r v | ZENGE THE| P
| EvertClass | TextData | AppiicationName_ »
Trace start |
SOL:Batchstarting SELECT top 10000 *, gl_cmp_location, in_tran... Microsoft SQ
i i <sShowPlanmxML xmlns="http://schemas.microsoft.com... Microsoft sq

SELECT top 10000 *, gl_cmp_location, in_tran... Microsoft 5Q -
] 10 +
- i== Clustered Index Scan
coet T % LB1g Databasel. Lobol. Lin_tran_thil. Ln_tran..
: Cost: 95 %
Trace is stopped. | Ln3, Coll | Rows: 20
| Connections: 0 /A
Figure 10

Notice that I have clicked on the Showplan XML event. Under the
TextData column, you see the actual XML plan code. While you can't
see all of it in the screen shot above, it is all there and can be saved to
an individual file. In the second window, you can see the graphical
execution plan, which is how most people prefer to read and analyze
execution plans. So, in effect, the Showplan XML event available in
Profiler not only shows you the XML plan code, but also the graphical
execution plan.

At this stage, you can also save the code for this particular Showplan
XML event to a separate file. Simply right-click on the Showplan XML
event you want to save, then select "Extract Event Data."

£ SQL Server Profiler - [Untitled - 4 (PELE]] o [ (B [
&%) File Edit View Replay Tools Window Help [-[=]x]
PhDSdFac>v s 2EMG TE| P
| EventClass | TextData licationName  ~
Trace start I}
5QL:Batchstarting SELECT top 10000 =, gl_cmp_location, in_tran... Microsoft 5Q
Showplan xML i <5h TanxMl_xmlns="httn://schemas.microsoft.com... : Microsoft sQ
SQL: BatchCompleted "SELEC Run Trace n, in_tran... | Microsoft 5Q -
d ) Pause Trace '
Stop Trace
- — Clust] Teggle Bookmark Ctrl+F2
cet i |6g patabase]. Ld
Aggregated View Ctrl+G
Grouped View Ctrl+E
Trace is stopped. | Ln3, Coll | Rows: 20
Extract Event Data... ‘ Connections: 0 /ﬂ

— Properties... —

Fignre 11
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This brings up a dialog box where you can enter the path and filename
of the XML code you want to store. Instead of storing the XML code
with the typical XML extension, the extension used is .SQLPlan. By
using this extension, when you double-click on the file from within
Windows Explorer, the XML code will open up in Management Studio
in the form of a graphical execution plan.

Whether capturing Hstimated execution plans or Actual execution plans,
the Trace events operate in the same manner as when you run the T-
SQL statements through the query window within Management Studio.
The main difference is that this is automated across a large number of
queties, from ad-hoc to stored procedures, running against the server.

Summary

In this chapter we've approached how the optimizer and the storage
engine work together to bring data back to your query. These operations
are expressed in the estimated execution plan and the actual execution
plan. You were given a number of options for obtaining either of these
plans, graphically, output as text, or as XML. Either the graphical plans
or the XML plans will give you all the data you need, but it's going to be
up to you to decide which to use and when based on the needs you're
addressing and how you hope to address them.
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CHAPTER 2: READING GRAPHICAL
EXECUTION PLANS FOR BASIC QUERIES

The aim of this chapter is to enable you to interpret basic graphical
execution plans, in other words, execution plans for simple SELECT,
UPDATE, INSERT or DELETE queries, with only a few joins and
no advanced functions or hints. In order to do this, we'll cover the
following graphical execution plan topics:

e Operators — introduced in the last chapter, now you'll see more

e Joins — what's a relational system without the joins between
tables

e WHERE clause — you need to filter your data and it does
affect the execution plans

e Aggregates — how grouping data changes execution plans

e Insert, Update and Delete execution plans

The Language of Graphical Execution Plans

In some ways, learning how to read graphical execution plans is similar
to learning a new language, except that the language is icon-based, and
the number of words (icons) we have to learn is minimal. Each icon
represents a specific operator within the execution plan. We will be
using the terms 'icon' and 'operator' interchangeably in this chapter.

In the previous chapter, we only saw two operators (Select and Table
Scan). However, there are a total of 79 operators available. Fortunately
for us, we don't have to memorize all 79 of them before we can read a
graphical execution plan. Most queries use only a small subset of the
icons, and those are the ones we are going to focus on in this chapter. If
you run across an icon not covered here, you can find out more
information about it on Books Online:

http://msdn2.microsoft.com/en-us/library/msl75913.aspx

Four distinct types of operator are displayed in a graphical execution
plan:


http://msdn2.microsoft.com/en-us/library/ms175913.aspx�
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e Logical and physical operators, also called iterators, are
displayed as blue icons and represent query execution or Data
Manipulation Language (DML) statements.

e Parallelism physical operators are also blue icons and atre
used to represent parallelism operations. In a sense, they are a
subset of logical and physical operators, but are considered
separate because they entail an entirely different level of
execution plan analysis.

e Cursor operators have yellow icons and represent Transact-
SQL cursor operations

e Language elements are green icons and represent Transact-
SQL language elements, such as Assign, Declare, If, Select
(Result), While, and so on.

In this chapter we'll focus mostly on logical and physical operators,
including the parallelism physical operators. Books Online lists them in
alphabetical order, but this is not the easiest way to learn them, so we
will forgo being "alphabetically correct” here. Instead, we will focus on
the most-used icons. Of course, what is considered most-used and least-
used will vary from DBA to DBA, but the following are what I would
consider the more common operators, listed from left-to-right and top-
to-bottom, roughly in the order of most common to least common:

Select Sort Clustered | Clustered Non-
(Result) Index Index Scan | clustered
Seek and Index Scan
Non- Table RID Key Hash Match
clustered Scan Lookup Lookup
Index Seek
Nested Merge Top Compute Constant
Loops Join Scalar Scan
Filter Lazy Spool Eager Stream
Spool Spool Aggregate
Distribute Repartiti | Gather Bitmap Split
Streams on Streams
Streams

Those picked out in bold are covered in this chapter. The rest will be
covered when we move onto more complex queries in later chapters.

Operators have behavior that is worth understanding, Some operators —
primarily sort, hash match (aggregate) and hash join — require a
variable amount of memory in order to execute. Because of this, a
query with one of these operators may have to wait for available
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memory prior to execution, possibly adversely affecting performance.
Most operators behave in one of two ways, non-blocking or blocking. A
non-blocking operator creates output data at the same time as it receives
the input. A blocking operator has to get all the data prior to producing
its output. A blocking operator might contribute to concurrency
problems, hurting performance.

Some Single table Queries

Let's start by looking at some very simple plans, based on single table
queries.

Clustered Index Scan

I

Consider the following simple (but inefficient!) query against the
Person.Contact table in the AdventureWorks database:

SELECT *
FROM Person.Contact

Following is the actual execution plan:
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Query 1: Query cost (relative to the batch): 100%
SELECT * FROM Person.Contact

= kS

Clustered Index Sc

Cost: 0 % md"'m-tu:e“ﬂré;t_ Clustered Index Scan
i Scanning a clustered index, entirely or only a range.

Physical Operation Clustered Index Scan
Logical Operation Clustered Index Scan
Actual Number of Rows 19972
Estimated 1/O Cost 0.422384
Estimated CPU Cost 0.0221262
Estimated Operator Cost 0.44451 (100%)
Estimated Subtree Cost 0.44451
Estimated Number of Rows 194972
Estimated Row Size 4387 B
Actual Rebinds 0
Actual Rewinds 0
Ordered False
Node ID 0
Object
[AdventureWorks).[Person].[Contact].
[PK_Contact_ContactlD]

Figure 1

We can see that a clustered index scan operation is performed to retrieve
the required data. If you place the mouse pointer over the Clustered
Index Scan icon, to bring up the ToolTip window, you will see that the
clustered index used was PK_Contact_ContactID and that the
estimated number of rows involved in the operation was 19972.

Indexes in SQL Server are stored in a B-tree (a series of nodes that
point to a parent). A clustered index not only stores the key structure,
like a regular index, but also sorts and stores the data, which is the main
reason why there can be only one clustered index per table.

As such, a clustered index scan is almost the same in concept as a table
scan. The entire index, or a large percentage of it, is being traversed,
row-by-row, in order to identify the data needed by the query.

An index scan often occurs, as in this case, when an index exists but the
optimizer determines that so many rows need to be returned that it is
quicker to simply scan all the values in the index rather than use the keys
provided by that index.

An obvious question to ask if you see an index scan in your execution
plan is whether you are returning more rows than is necessary. If the
number of rows returned is higher than you expect, that's a strong
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indication that you need to fine-tune the WHERE clause of your query
so that only those rows that are actually needed are returned. Returning
unnecessary rows wastes SQL Server resources and hurts overall
performance.

Clustered Index Seek

[53'51

We can easily make the previous query more efficient by adding a
WHERE clause:

SELECT *
FROM Person.Contact

The plan now looks as shown in figure 2:

Query 1: Query cost (relative to the batch): 100%
SELECT * FROM [Person].[Contact] WHERE [ContactID]=E1

:I ﬁﬁi

Clustered Index Seek

SELECT
Cost: 0 % [Mvmmreﬂar‘;:jt__[ Pern] - [Contact] ..
Clustered Index Seek
Scanning a particular range of rows from a clustered
index,
Physical Operation Clustered Index Seek
Logical Operation Clustered Index Seek
Actual Number of Rows 1
Estimated I/0 Cost 0.003125
Estimated CPU Cost 0.0001581
Estimated Operator Cost 0.0032831 (100%%)
Estimated Subtree Cost 0.0032831
Estimated Number of Rows 1
Estimated Row Size 4387 B
Actual Rebinds 0
Actual Rewinds 0
Ordered True
Node ID 0
Object
[AdventureWorks].[Person].[Contact].
[PK_Contact_ContactlD]
Seek Predicates
Prefix: [AdventureWorks].[Person].[Contact]. ContactlD
= Scalar Operator{ COMVERT_IMPLICIT(int, [@1],0))

Figure 2



52

Index secks are completely different from scans, where the engine walks
through the rows to find what it needs. An index seek, clustered or not,
occurs when the optimizer is able to locate an index that it can use to
retrieve the required records. Therefore, it tells the storage engine to
look up the values based on the keys of the given index. Indexes in SQL
Server are stored in a B-tree (a series of nodes that point to a parent). A
clustered index stores not just the key structure, like a regular index,
but also sorts and stores the data, which is the main reason why there
can be only one clustered index per table.

When an index is used in a seck operation, the key values are used to
quickly identify the row, or rows, of data needed. This is similar to
looking up a word in the index of a book to get the correct page
number. The added value of the clustered index seek is that, not only is
the index seek an inexpensive operation as compared to an index scan,
but no extra steps are required to get the data because it is stored in the
index.

In the above example, we have a Clustered Index Seek operation
carried out against the Person.Contact table, specifically on the
PK_Contact_Contactld, which is happens to be both the primary key
and the clustered index for this table.

Note on the ToolTips window for the Clustered Index Seek that the
Ordered property is now true, indicating that the data was ordered by
the optimizer.

Non-clustered Index Seek

B

Let's run a slightly different query against the Person.Contact table;
one that uses a non-clustered index:

SELECT ContactID
FROM Person.Contact
WHERE EmailAddress LIKE 'sab%'

We get a non-clustered index seek. Notice in the ToolTip shown in
figure 3 that the non-clustered index, IX_Contact_EmailAddress has
been used.

NOTE: The non-clustered Index Seek icon is misnamed and called an
Index Seek in the execution plan below. Apparently, this was a mistake
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by Microsoft and hopefully will be fixed at some point. No big deal, but
something for you to be aware of.

Query 1: Query cost (relative to the batch): 100%
SELECT ContactID FRCM Person.Contact WHERE EmailAddress LIEKE 'sabit'

= B

— Index Seek
[Lduentureﬂaifa Index Seek
Co

SELECT
Cost: 0 %
Scan a particular range of rows from a
nonclustered index.

Physical Operation Index Seek
Logical Operation Index Seek
Actual Number of Rows 19
Estimated 1/O Cost 0.003125
Estimated CPU Cost 0.0001788
Estimated Operator Cost 0.0033038 (100%)
Estimated Subtree Cost 0.0033038
Estimated Number of Rows 19.8135
Estimated Row Size 70B
Actual Rebinds 0
Actual Rewinds 0
Ordered True
Node 1D 0

Predicate

[AdventureWorks].[Person].[Contact].
[EmailAddress] like N'sab%:'

Object

[AdventureWorks].[Person].[Contact].
[I¥_Contact_EmailAddress]

Output List
[AdventureWorks].[Person].[Contact].ContactlD,
[AdventureWorks].[Person].[Contact].EmailAddress
Seek Predicates

Start Range: [AdventureWorks].[Person].
[Contact].EmailAddress == Scalar Operator{M'sab’),
End Range: [AdventureWorks].[Person].
[Contact].EmailAddress < Scalar Operator(M'saC’)

Figure 3

Like a clustered index seek, a non-clustered index seek uses an index to
look up the rows to be returned directly. Unlike a clustered index seek, a
non-clustered index seck has to use a non-clustered index to perform
the operation. Depending on the query and index, the query optimizer
might be able to find all the data in the non-clustered index, or it might
have to look up the data in the clustered index, slightly hurting
performance due to the additional 1/O required to perform the extra
lookups — more on this in the next section.
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Key LookUp

Let's take our quetry from the previous sections and alter it so that it
returns just a few more columns:

SELECT ContactID,
LastName,
Phone
FROM Person.Contact
WHERE EmailAddress LIKE 'sab%'

You should see a plan like that shown in figure 4:

fmery 1: Query cost (relative to the hatch): 100%
SELECT ContactID, LastMName, Phone FROM Person. Contact where Emailidddress LIEE 'sabhs!'

= te] B

Nested Loops Index Seck
{Irmer Join) [Adverturelorks]. [Person] . [Contact]..
Cost: O % Cost: 5 %

Hey Lockup
[Adventureliorks| . [Person] . [Contact]..
Cost: 95

Figure 4

Finally, we get to see a plan that involves more than a single operation!
Reading the plan from right-to-left and top-to-bottom, the first
operation we see is an Index  Seek  against the
IX_ Contact_EmailAddress index. This is a non-unique, non-clustered
index and, in the case of this query, it is non-covering. A non-covering
index is an index that does not contain all of the columns that need to
be returned by a query, forcing the query optimizer to not only read the
index, but to also read the clustered index to gather all the data it needs
s0 it can be returned.

We can see this in the ToolTips window from the Output List for the
Index Seek, in figure 5, which shows the EmailAddress and
ContactID columns.
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Index Seek
[AdventureWorks] . [Person] - [Contact] .

Index S5eek
Scan a particular range of rows from a
.[ nonclustered index.

- Eey .

[RdventureWorksl. physical Operation Index Seek
E2=% | ogical Operation Index Seek
Actual Mumber of Rows 149
Estimated /O Cost 0.003125
Estimated CPU Cost 0.0001788
Estimated Operator Cost 0.0033038 (5%)
Estimated Subtree Cost 0.0033038
Estimated Number of Rows 19,8135
Estimated Row Size J0B
Actual Rebinds 0
Actual Rewinds 0
Ordered True
Mode ID 1

Predicate

[AdventureWorks].[Person].[Contact].
[EmailAddress] like M'saki’

Object

[AdventureWorks].[Person].[Contact].
[I¥_Contact_EmailAddress)

Output List
[AdventureWorks].[Person].[Contact].ContactID,
[AdventureWorks].[Person].
[Contact].EmailAddress

Seek Predicates

Start Range: [AdventureWorks].[Perscn].
[Contact].EmailAddress == Scalar Operator
[M'sabk'), End Range: [AdventureWorks].[Person].
[Contact].EmailAddress < Scalar Operator
(M'sal’)

Figure 5

The key values are then used in a Key Lookup on the PK_Contact_
ContactID clustered index to find the corresponding rows, with the
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output list being the LastName and Phone columns, as shown in
figure 6.

Figure 6

Key Lookup
Uses a supplied clustering key to lookup on a
table that has a clustered index.

Physical Operation Key Lockup
Logical Operation Key Lockup
Actual Number of Rows 19
Estimated I/0 Cost 0.003125
Estimated CPU Cost 0.0001581
Estimated Operator Cost 0.0610102 (95%)
Estimated Subtree Cost 0.0610102
Estimated Number of Rows 1
Estimated Row Size BEB
Actual Rebinds 0
Actual Rewinds 0
Ordered True
Node ID 3
Object

[AdventureWorks].[Person].[Contact].
[PE_Contact_ContactlD]

Output List
[AdventureWorks].[Person].[Contact].LastMame,
[AdventureWorks].[Person].[Contact].Phone

Seek Predicates

Prefin: [AdventureWorks].[Person].
[Contact].ContactlD = Scalar Operator
([[AdventureWorks].[Person].[Contact]. [ContactID])
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A Key Lookup¢ is a bookmark lookup on a table with a clustered index.

A Key Lookup essentially means that the optimizer cannot retrieve the
rows in a single operation, and has to use a clustered key (or a row 1D)

to return the corresponding rows from a clustered index (or from the
table itself).

The presence of a Key Lookup is an indication that query performance
might benefit from the presence of a covering or included index. Both a
covering or included index include all of the columns that need to be
returned by a query, so all the columns of each row are found in the
index, and a Key Lookup does not have to occur in order to get all the
columns that need to be returned.

A Key LookUp is always accompanied by the Nested Loop join
operation that combines the results of the two operations.

¢ Pre-SP2, this operation would have been represented with a Clustered
Index scan, with a LookUp value of True.
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c] o9

i e sted Loops * Index Seek
(Inmer loz
Cost - MNested Loops

For each row in the top (ocuter) input, scan the
bottom (inner) input, and cutput matching rows.

Physical Operation Mested Loops
Logical Operation Inner Join |7
Actual Mumber of Rows 149
Estimated 1/0 Cost a
Estimated CPU Cost 0.0000828
Estimated Operator Cost 0.0001003 (0%)
Estimated Subtree Cost 0.0644143
Estimated Mumber of Rows 19,8135
Estimated Row Size Q2B
Actual Rebinds 0
Actual Rewinds 0
MNode ID 0
Qutput List

[AdventureWorks].[Person].[Contact].ContactlD,
[AdventureWorks].[Person].[Contact].LastMame,
[AdventureWorks).[Person].[Contact].Phone
Duter References
[AdventureWorks].[Person].[Contact].ContactlD

Fignre 7

Typically, a Nested Loops join is a standard type of join and by itself
does not indicate any performance issues. In this case, because a Key
Lookup operation is required, the Nested Loops join is needed to
combine the rows of the Index Seek and Key Lookup. If the Key
Lookup was not needed (because a covering index was available), then
the Nested Loops operator would not be needed and would not appear
in the graphical execution plan.

Table Scan
This operator is fairly self-explanatory and is one we previously
encountered in Chapter 1. It indicates that the required rows were
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Q
5

returned by scanning the table, one row after another. You can see a
table scan operation by executing the following query:

SELECT *
FROM [dbo] . [DatabaseLog]

uery 1: Query cost (relative to the batch): 100%
ELECT * FROM [dbo].[Databaselog]

[x}

= E7

=" Tahle Scan

_S:‘I:I._EL:JI% [AdventureWorks] . [dbol. [Databaselog]
= Cost: 100 %
Table Scan
Scan rows from a table.
Physical Operation Table Scan
Logical Operation Table Scan
Actual Number of Rows 389
Estimated 1/0 Cost 0.109051
Estimated CPU Cost 0.0005849
Estimated Operator Cost 0.109636 (100%)
Estimated Subtree Cost 0.109636
Estimated Number of Rows 389
Estimated Row Size 8569 B
Actual Rebinds 0
Actual Rewinds 0
Ordered Falze
Node ID 0
Object
[AdventureWorks].[dbo]. [Databaselog]
Output List
[AdventureWorks].[dbe].
[Databasel og].DatabaseloglD, [AdventureWorks].
[dbo].[Databasel og].PostTime, [AdventureWorks].
[dbo].[Databasel og]. Databasellser,
[AdventureWorks].[dbe]. [Databaselog]. Event,
[AdwventureWorks].[dbc]. [Databaselog]. Schema,
[AdventureWorks].[dbo]. [Databaselog]. Object,
[AdventureWorks]. [dbo]. [Databaselog]. TSOL,
[AdventureWorks].[dbo]. [Databaselog]. XmlEvent
Figure 8

A table scan can occur for several reasons, but it's often because there
are no useful indexes on the table, and the query optimizer has to search
through every row in order to identify the rows to return. Another
common reason why a table scan may occur is when all the rows of a
table are returned, as is the case in this example. When all (or the
majority) of the rows of a table are returned then, whether an index
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exists or not, it is often faster for the query optimizer to scan through
each row and return them than look up each row in an index. And last,
sometimes the query optimizer determines that it is faster to scan each
row than it is to use an index to return the rows. This commonly occurs
in tables with few rows.

Assuming that the number of rows in a table is relatively small, table
scans are generally not a problem. On the other hand, if the table is
large and many rows are returned, then you might want to investigate
ways to rewrite the query to return fewer rows, or add an appropriate
index to speed performance.

RID LookUp

ey

If we specifically filter the results of our previous DatabaseLog query
using the primary key column, we see a different plan that uses a
combination of an Index Seek and a RID LookUp.

SELECT *
FROM [dbo] . [DatabaselLog]
WHERE DatabaseLogID = 1

Query 1: Qyﬁery cost (relative to the batch): 100z
JELECT * FROM [dbo].[DatabaseLog] WHERE [DatabaseLogID]=E1l

i e

Mested Loops 5 Index Seek
i Inner Join) [Adverturellorks]. [dbo] . [Databaselog.
Cost: 0 % Cost: 5O %

'__'g-l b |
BID' Lookup
[Adventurellorks] . [dbol. [Iatabaselog]
Cost: L0 %

Figure 9

To return the results for this query, the query optimizer first performs
an Index Seek on the primary key. While this index is useful in
identifying the rows that meet the WHERE clause criteria, all the
required data columns are not present in the index. How do we know
this?



Chapter 2: Reading Graphical Execution Plans for Basic Queries 61

%)

Index Seek

[AdventureWorks] - [dbo] - [Detabaselog.-

Cost: 50 %
Index Seek

Scan a particular range of rows from a

_— nonclustered index.

[AdventureWorks

Co Physical Operation Index Seek
Logical Operation Index Seek
Actual Mumber of Rows 1
Estimated 1/0 Cost 0.003125
Estimated CPU Cost 00001581
Estimated Operator Cost 00032831 (50%)
Estimated Subtree Cost 0.0032331
Estimated Mumber of Rows 1
Estimated Row Size 19E
Actual Rebinds a
Actual Rewinds a
Ordered True
Node ID 1
Object
[AdventureWorks].[dbe].[Databaselog].
[PK_Databaselcg_DatabaseloglD]
Qutput List
Brmk1000, [AdventureWorks].[dbo].
[Databaselcg].DatabaseloglD
Seek Predicates
Prefix: [AdventureWorks].[dbo].
[Databaselog].DatabaseloglD = Scalar Operator
[CONVERT_IMPLICIT(int,[@1],00)

Figure 10

If you look at the ToolTip above for the Index Seek, we see "Bmk1000"
is in the Output list. This"Bmk1000" is telling us that this Index Seek is
actually part of a query plan that has a bookmark lookup.

Next, the query optimizer performs a RID LookUp, which is a type of
bookmark lookup that occurs on a heap table (a table that doesn't have
a clustered index), and uses a row identifier to find the rows to return.
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In other words, since the table doesn't have a clustered index (that
includes all the rows), it must use a row identifier that links the index to
the heap. This adds additional disk I/O because two different
operations have to be performed instead of a single operation, which
are then combined with a Nested Loops operation.

BRID Lookup

[AdventureWorks] - [dbo] - [Databaselog]

RID Lookup
RID Lockup
Physical Operation RID Lockup
Logical Operation RID Lockup
Actual Mumber of Rows 1
Estimated 1/0 Cost 0.003125
Estimated CPL) Cost 0.0001581
Estimated Operator Cost 0.0032831 (50%)
Estimated Subtree Cost 0.0032831
Estimated Mumber of Rows 1
Estimated Row Size 8565 B
Actual Rebinds 0
Actual Rewinds 0
Ordered True
Mode ID 3
Object
[AdventureWorks].[dbo].[Databaselog]
Qutput List
[AdventureWorks].[dbo].[Databaselog].PostTime,
[AdventureWorks].[dbo].
[Databaselog].DatabaseUser, [AdventureWorks].
[dbo].[Databasel og].Event, [AdventureWorks].
[dbo].[Databasel ogl.5chema, [AdventureWorks].
[dbo].[Databasel og].Object, [AdventureWorks].
[dbc].[Databaselog] TSQL, [AdventureWorks].
[dbc].[Databaselog]. XmlEvent
S5eek Predicates
Prefix: Brak1000 = Scalar Cperator{[Bmk10007)

Figure 11

In the above ToolTip for the RID Lookup, notice that "Bmk1000" is
used again, but this time in the Seek Predicates section. This is telling us
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that a bookmark lookup (specifically a RID Lookup in our case) was
used as part of the query plan. In this particular case, only one row had
to be looked up, which isn't a big deal from a performance perspective.
But if a RID Lookup returns many rows, you should consider taking a
close look at the query to see how you can make it perform better by
using less disk I/O — perhaps by rewriting the query, by adding a
clustered index, or by using a covering or included index.

Table Joins

Up to now, we have worked with single tables. Let's spice things up a bit
and introduce joins into our query. The following query retrieves
employee information, concatenating the FirstName and LastName
columns in order to return the information in a more pleasing manner.

SELECT e.[Title],

a.[Cityl,
c.[LastName] + ', ' + c.[FirstName] AS EmployeeName
FROM [HumanResources] . [Employee] e

JOIN [HumanResources].[EmployeeAddress] ed ON e. [EmployeeID]
= ed. [EmployeelD]
JOIN [Person].[Address] a ON [ed].[AddressID]
[a] . [AddressID]
JOIN [Person].[Contact] ¢ ON e.[ContactID] =
c. [ContactID];

The execution plan for this query is shown in figure 12.

Query 1: Query cost (relative to the batch): 100%

SELECT e.[Title] ,a.[City] ,c.[LastName] + '," + c.[FirstName] AS EmployeeName FROM [HumanResources].[Employee] e JO
@ = = %
o Mested Loops Hash Match Hash Match Index Scan
Compute Sealar
T o (Inner Join) {Inner Join) (Inner Join) [AdventureVorks] . [HuwanRes ou.
B Cost: 0 % Cost: 7 % Cost: 28 % Cost: 1 %
o)
Index Scan
[ ddvencureorks] . [Person] . [A
Costi 45 %
k&

Clustered Index Sean
[AdventureWorks] . [ HumanResou
Cost: 2 %

o
[AdventureWorks] . [Person] . [C.

Figure 12

With this query there are multiple processing steps occurring, with
varying costs to the processor. The cost accumulates as you move
thorough the execution tree from right to left.
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From the relative cost displayed below each operator icon, we can
identify the three most costly operations in the plan, in descending
order:

The Index Scan against the Person.Address table (45%)

2. The Hash Match join operation between the
HumanResources.EmployeeAddress and Person.Address
(28%)

3. The Clustered Index Seek on the Person.Contact table (18%)

Let's consider each of the operators we see in this plan.

Starting on the right of Figure 12 above, the first thing we see is an
Index Scan against the HumanResources.EmployeeAddress table,
and directly below this is another index scan against the
Person.Address table. The latter was the most expensive operation in
the plan, so let's investigate further. By bringing up the ToolTip, shown
in Figure 13, we can see that the scan was against the index
IX_ Address_AddressLine_AddressLine2_City_StateProvinceld_-
PostalCode and that the storage engine had to walk through 19,614
rows to arrive at the data that we needed.

Index Scan
Scan a nonclustered index, entirely or only 4
range.
Physical Operation Index Scan
Logical Operation Index Scan
Actual Number of Rows 19614
Estimated 1,/0 Cost 0.158581
Estimated CPU Cost 00217324
Estimated Operator Cost 0.180413 (45%)
Estimated Subtree Cost 0.180413
Estimated Number of Rows 19614
Estimated Row Size 458
Actual Rebinds 8]
Actual Rewinds 8]
Ordered False
MNode ID =3
Object
[Adventureworks] [Person] [Address].
[I¥_Address_Addressline1_AddressLine2_City_Sta
teProvincell_FPostalZode] [a]
Cutput List
[Adventureworks] [Person] [Address] AddressIDy,
[Adventureworks] [Person].[Address].City

Figure 13
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The query optimizer needed to get at the AddressId and the City
columns, as shown by the output list. The optimizer calculated, based
on the selectivity of the indexes and columns in the table, that the best
way to arrive at that data was to walk though the index. Walking through
those 19,614 rows took 45% of the total query cost or an estimated
operator cost of 0.180413. The estimated operator cost is the cost to
the query optimizer for executing this specific operation, which is an
internally calculated number used by the query optimizer to evaluate the
relative costs of specific operations. The lower this number, the more
efficient the operation.

Hash Match (Join)
23

Continuing with the above example, the output of the two index scans
is combined through a Hash Match join, the second most expensive
operation of this execution plan. The ToolTip for this operator is
shown in Figure 14:

Hash Match

. Use each row from the top input to buid a hash
table, and each row from the bottom input to

| probe into the hash table, outputing al matching

©rows,

: Physical Operation Hash Match
Logical Operation Inner Join
Actual Number of Rows 290
Estimated I /0 Cost 0
Estimated CPU Cost 0,111073
Estimated Operator Cost 0,111076 (28%)
Estimated Subtree Cost 0, 29509
Estimated Number of Rows 282,216
Estimated Row Size 45B

. Actual Rebinds 0

| Actual Rewinds 0
Node ID 4
Output List
[Adventureworks].[HumanF.esources).
[EmployesAddress]. EmployeelD,
[Adventureworks].[Person].[Address].City
Hash Keys Probe
[Adventureworks].[Persomn].[Address]. AddressID

Figure 14
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Before we can talk about what a Hash Match join is, we need to
understand two new concepts: hashing and hash table. Hashing is a
programmatic technique where data is converted into a symbolic form
that makes it easier to be searched for quickly. For example, a row of
data in a table can be programmatically converted into a unique value
that represents the contents of the row. In many ways it is like taking a
row of data and encrypting it. Like encryption, a hashed value can be
converted back to the original data. Hashing is often used within SQL
Server to convert data into a form that is more efficient to work with, or
in this case, to make searching more efficient.

A hash table, on the other hand, is a data structure that divides all of the
elements into equal-sized categories, or buckets, to allow quick access to
the elements. The hashing function determines which bucket an element
goes into. For example, you can take a row from a table, hash it into a
hash value, then store the hash value into a hash table.

Now that we understand these terms, a Hash Match join occurs when
SQL Server joins two tables by hashing the rows from the smaller of
the two tables to be joined, and then inserting them into a hash table,
then processing the larger table one row at a time against the smaller
hashed table, looking for matches where rows need to be joined.
Because the smaller of the tables provides the values in the hash table,
the table size is kept at a minimum, and because hashed values instead
of real values are used, comparisons can be made very quickly. As long
as the table that is hashed is relatively small, this can be a quick process.
On the other hand, if both tables are very large, a Hash Match join can
be very inefficient as compared to other types of joins.

In this example, the data from HumanResources.EmployeeAddress
.Addressld is matched with Person.Address table.

Hash Match joins are often very efficient with large data sets, especially
if one of the tables is substantially smaller than the other. Hash Match
joins also work well for tables that are not sorted on join columns, and
they can be efficient in cases where there are no useable indexes. On the
other hand, a Hash Match join might indicate that a more efficient join
method (Nested Loops or Merge) could be used. For example, seeing a
Hash Match join in an execution plan sometimes indicates:

e a missing or incorrect index
e amissing WHERE clause

e a WHERE clause with a calculation or conversion that makes
it non-sargeable (a commonly used term meaning that the
search argument, "sarg" can't be used). This means it won't use
an existing index.
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While a Hash Match join may be the most efficient way for the query
optimizer to join two tables, it does not mean there are not more
efficient ways to join two tables, such as adding appropriate indexes to
the joined tables, reducing the amount of data returned by adding a
more restrictive WHERE clause, or by making the WHERE clause
sargeble. In other words, a seeing a Hash Match join should be a cue for
you to investigate if the join operation can be improved or not. If it can
be improved, then great. If not, then there is nothing else to do, as the
Hash Match join might be the best overall way to perform the join.

Worth noting in this example is the slight discrepancy between the
estimated number of rows returned, 282.216 (proving this is a
calculation since you can't possibly return .216 rows), and the actual
number of rows, 290. A difference this small is not worth worrying
about, but a larger discrepancy indicates that your statistics are out of
date and need to be updated. A large difference can lead to differences
in the Estimated and Actual plans.

The query proceeds from here with another index scan against the
HumanResources.Employee table and another Hash Match between
the results of the first Hash Match and the index scan.

Clustered Index Seek

After the Hash Match Join, we see a Clustered Index Seek operation
carried out against the Person.Contact table, specifically on the
PK_Contact_Contactld, which is both the primary key and clustered
index for this table. This is the third most-expensive operation in the
plan. The ToolTip is shown in Figure 15.
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Figurel5

Note from the Seek Predicates section in figure 15 above, that the
operation was joining directly between the Contactld column in the
HumanResources.Employee table and the Person.Contact table.

Clustered Index Seek
Scanning a particular range of rows from a clustered
inclex,

Physical Operation Clustered Index Seek
Logical Operation Clustered Index Seek
Actual Number of Rows 290
Estimated I /0 Cost 0.003125
Estimated CPU Cost 00001551
Estimated Operator Cost 0.0702501 (18%)
Estimated Subtree Cost 0.0702501
Estimated Number of Rows 1
Estimated Row Size 113B
Actual Rebinds 0
Actual Rewinds 0
Ordered True
Node ID 10
Object

[Adventureworks].[Persom].[Contact].

[FK _Contact_ContactlDy] [c]

Output List
[Adventureworks].[Person].[Contact].Firsthame,
[Adventureworks].[Person].[Contact] LastMame

Seek Predicates

Prefix: [AdventurewWorks].[Person].[Contact].ContactiDy
= Scalar Cperator [ AdventureWWorks].
[HumanResources].[Employee] [ContactIDy] as [&].
[ContactTT)

Nested Loops Join

ic|

Following the clustered index seek, the data accumulated by the other
operations are joined with the data collected from the seek, through a

Nested Loops Join, as shown in Figure 16.
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MNested Loops
For each row in the top (outer) input, scan the
. bottom (nner) input, and output matching rows,

| Physical Operation Mested Loops

i Logical Operation Inner Join

| Actual Number of Rows 290

| Estimated 1,0 Cost 8]

. Estimated CPU Cost I0RLEES
Estimated Cperator Cost 0.0011799 (0%
Estimated Subtree Cost 0400857
Estimated Number of Rows 282,216
Estimated Row Size 197 B
Actual Rebinds 8]
Actual Rewinds 8]
Node 1D il
Output List

[Adventureworks] [HumanResources].
[Employee] Tide, [Adventurewarks].[Fersan].
[Address].City, [AdventureWorks].[Person].
[Contact].Firsthame, [AdventurelWorks].[Persom].
[Contact].Lastame
Outer References

| [AdventureWorks ] [HumanResources].
[Employee]ContactD, Expr 1009

Figure 16

The nested loops join is also called a nested iteration. This operation
takes the input from two sets of data and joins them by scanning the
outer data set (the bottom operator in a graphical execution plan) once
for each row in the inner set. The number of rows in each of the two
data sets was small, making this a very efficient operation. As long as the
inner data set is small and the outer data set, small or not, is indexed,
this becomes an extremely efficient join mechanism. Unless you have
very large data sets, this is the type of join that you most want to see in
an execution plan.

Compute Scalar

Finally, in the execution plan shown in figure 12, right before the Select

operation, we have a Compute Scalar operation. The Tooltip for this
operator is shown in Figure 19.
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Compute Scalar
CompuUte new values rom existing valles in a
r i,
Physical Operation Compute Scalar
Logical Operation Compute Scalar
Estimated I,/0 Cost o
Estimated CPU Cost 00000232
Estimated Operator Cost 0,000028 (0%)
Estimated Subtree Cost 0, 400885
Estimated Number of Rows 282,216
Estimated Row Size 196 B
Node 1D 0
Output List
[Adventureworks] [HumanPResources].
[Employee] Tide, [Adventurewarks].[Fersan].
[Address].City, Expr 1008

Figure 19

This is simply a representation of an operation to produce a scalar, a
single defined value, usually from a calculation — in this case, the alias
EmployeeName which combines the columns Contact.LastName
and Contact.FirstName with 2 comma in between them. While this
was not a zero-cost operation, 0.0000282, it's so trivial in the context of
the query as to be essentially free of cost.

Merge Join

Els

Besides the Hash and Nested Loops Join, the query optimizer can also
perform a Merge Join. To seen an example of a Merge Join, we can run
the following code in the AdventureWorks database:

SELECT c.CustomerID
FROM Sales.SalesOrderDetail od
JOIN Sales.SalesOrderHeader oh
ON od.SalesOrderID = oh.SalesOrderID
JOIN Sales.Customer c
ON oh.CustomerID c.CustomerID

The above query produces an execution plan that looks as shown in
figure 17.
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Query 1: Query cost (relative to the batch): 100%
SELECT c.CustomerID FROM Sales.SalesOrderDetail od JOIN Sales.SalesOrderHeader oh ON od.Sale:
23
= ] 29
e Hash Match Merge Join Clustered Index Scan
(Inner Join) ({Inner Join]) [AdventureWorks]. [Szles] . [Custamer]..
Cost: €4 % Cost: T % Cost: € %

ks

Index Scan
[AdventureWorks]. [Sales] . [SalesOrde...
Cost: 4 %

iy

Index Scan
[AdventureWorks] . [Sales]. [SalesOrde..
Cost: 13 %

Figure 17

According to the execution plan, the query optimizer performs a
Clustered Index Scan on the Customer table and a non-clustered Index
Scan on the SalesOrderHeader table. Since a WHERE clause was not
specified in the query, a scan was performed on each table to return all
the rows in each table.

Next, all the rows from both the Customer and SalesOrderHeader
tables are joined using the Merge Join operator. A Merge Join occurs
on tables where the join columns are presorted. For example, in the
ToolTip window for the Merge Join, shown in figure 18, we see that the
join columns are Sales and CustomerID. In this case, the data in the
join columns are presorted in order. A Merge Join is an efficient way to
join two tables, when the join columns are presorted but if the join
columns are not presorted, the query optimizer has the option of a)
sorting the join columns first, then performing a Merge Join, or b)
performing a less efficient Hash Join. The query optimizer considers all
the options and generally chooses the execution plan that uses the least
resources.
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34 k%

e
Merge .
| Tnner Merge Join
=

ey Match rows from two suitably sorted input

L

Imdex

lorks] .

Cost:

Figure 18

Once the Merge Join has joined two of the tables, the third table is
joined to the first two using a Hash Match Join, which was discussed

[:

tables exploiting their sort order.

Physical Operation Merge Join
Logical Operation Inner Join
Actual Number of Rows 31463
Estimated I/0 Cost 0
Estimated CPU Cost 0.115101
Estimated Operator Cost 0.1151043 (73%)
Estimated Subtree Cost 0.28405
Estimated Number of Rows 31359.5
Estimated Row Size 15 B
Actual Rebinds 0
Actual Rewinds 0
Many to Many False
Node ID 1

Where (join columns)
([AdventureWorks)].[Sales].
[SalesCrderHeader].CustomerlD) =
([AdventureWorks)].[Sales].
[Custamer].CustomerID)

Output List
[AdventureWorks].[Sales].
[SalesCrderHeader]. SalesCrderID,
[AdventureWorks].[Sales].
[Customer].CustomerID

carlier. And finally, the joined rows are returned.

The key to performance of a Merge Join is that the joined columns are
already presorted. If they are not, and the quetry optimizer chooses to
sort the data before it performs a Merge Join, and this might be an
indication that a Merge Join is not an ideal way to join the tables, or it

might indicate that you need to consider some different indexes.
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Adding a WHERE Clause

Only infrequently will queries run without some sort of conditional
statements to limit the results set:; in other words, a WHERE clause.
We'll investigate two multi-table, conditional queries using graphical
execution plans.

Run the following query against AdventureWorks, and look at the actual
execution plan. This query is the same as the one we saw at the start of
the Table Joins section, but now has a WHERE clause.

SELECT e.[Title],

a.[City],
c.[LastName] + ','" + c.[FirstName] AS EmployeeName
FROM [HumanResources] . [Employee] e

JOIN [HumanResources].[EmployeeAddress] ed
ON e. [EmployeeID] ed. [EmployeelID]
JOIN [Person].[Address] a
ON [ed].[AddressID] = [a].[AddressID]
JOIN [Person].[Contact] c
ON e. [ContactID] c.[ContactID]
WHERE e.[Title] = 'Production Technician - WC20' ;

Figure 20 shows the actual execution plan for this query:

Query 1l: Query cost (relative to the batch): 100%
SELECT e.[Title] ,a.[City]l ,c.[LastName] + ',' + c.[FirstName] AS EmployeeName FROM [HumanResources].[Employee] e

(Inner Join) iInner Join) e e {Inner Join) [Aaventurelorks] . [HuwanResou.
cost: 0 % Cost: 0% : cost: 0 % Cost: T %

[Adventurelior ks] . [Person] . [C
Cost: 24 %

Nested Loaps Nested Loaps .

oy

Clustered Index Seek
[AdventureWorks] . [HunanResou
Cost: 9 &

]
Clustersa Tndex Seek

[daventureWorks] . [Person] . [4
Cost: 59 %

Figure 20

Starting from the right, we see that the optimizer has used the criteria
from the WHERE clause to do a clustered index scan, using the
primary key. The WHERE clause limited the number of rows to 22,
which you can see by hovering your mouse pointer over the arrow
coming out of the Clustered Index Scan operator (see figure 21).
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Clustered Index

[LdventureWorks HumsnBesources] . [.-
Cost: 7 %

Clustered Index Scan
Scanning a clustered index, entirely or cnly a range.

Clustere

[AdventureWorks] phycical Operation Clustered Index Scan
Ces Logical Operation Clustered Index Scan
Actual Number of Rows 22
Estimated 1/0 Cost 0.0075694
Estimated CPU Cost 0.000476
Estimated Operator Cost 0.0080454 (V%)
Estimated Subtree Cost 0.0080454
Estimated Mumber of Rows 22
Estimated Row Size 68 B
Actual Rebinds 0
Actual Rewinds 0
Ordered False
Node ID 4

Predicate

[AdventureWorks].[HumanResources].[Employee].
[Title] as [e].[Title]=M'Production Technician - WC20'
Object
[AdventureWorks].[HumanRescurces].[Employee].
[PE_Employee EmployeelD] [g]

Output List

[AdventureWorks].[HumanResources).
[Employee].EmployeelD, [AdventureWorks],
[HumanRescurces].[Employee]. ContactlD,
[AdventureWorks].[HumanRescurces] [Employee] Title

Fignre 21

The optimizer, using the available statistics, was able to determine this
up front, as we see by comparing the estimated and actual rows returned
in the ToolTip.

Working with a smaller data set and a good index on the
Person.Contact table, as compated to the previous query, the optimizer
was able to use the more efficient Nested Loop Join. Since the
optimizer changed where that table was joined, it also moved the scalar
calculation right next to the join. Since it's still only 22 rows coming out
of the scalar operation, a clustered index seek and another nested loop
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were used to join the data from the HumanResources.
EmployeeAddress table. This then leads to a final clustered index seek
and the final nested loop. All these more efficient joins are possible
because we reduced the initial data set with the WHERE clause, as
compared to the previous query which did not have a WHERE clause.

Frequently, developers who are not too comfortable with T-SQL will
suggest that the "easiest" way to do things is to simply return all the
rows to the application, either without joining the data between tables,
or even without adding the WHERE clause. This was a very simple
query with only a small set of data, but you can use this as an example,
when confronted with this sort of argument. The final subtree cost for
the optimizer for this query, when we used a WHERE clause, was
0.112425. Compare that to the 0.400885 of the previous query. That's
four times faster even on this small, simple query. Just imagine what it
might be like when the data set gets bigger and the query becomes more
complicated.

Execution Plans with GROUP BY and ORDER
BY

When other basic clauses are added to a query, different operators are
displayed in the execution plans.

Sort

B

Take a simple select with an ORDER BY clause as an example:

SELECT
FROM [Production] . [ProductInventory]
ORDER BY [Shelf]

The execution plan is shown in figure 22.
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| £ Results | [y Messages_' 3 Executionplan |

‘Query 1: guery cost {relative to the batch): 100%
4ELECT * FRCM [Production]. [ProductInventory] ORDER BY [Shelf]

g 2]
L2
: Clustered Index Zcan
Sort e . P e
Cost: 76 % [Adventureliorks] . [Froduction.
Cost: 24 %

Figure 22

The Clustered Index Scan operator outputs into the Sort operator.
Compared to many of the execution plan icons, the Sort operator is
very straightforward. It literally is used to show when the query
optimizer is sorting data within the execution plan. If an ORDER BY
clause does not specify order, the default order is ascending, as you will
see from the ToolTip for the Sort icon (see figure 23 below).
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L%

I

’?‘::' Clustered Index Scan
Sort

Sort the input.

Physical Operation Sort
Logical Operation Sort
Actual Mumber of Rows 1069
Estimated 1/0 Cost 0.0112613
Estimated CPU Cost 0.01687949
Estimated Operator Cost 0.0281412 (7T6%)
Estimated Subtree Cost 0.0370435
Estimated Number of Rows 10649
Estimated Row Size 54 B
Actual Rebinds 1
Actual Rewinds 0
Node ID 0
Output List

[AdventureWorks].[Production].
[Preductinventory].ProductlD, [AdventureWorks].
[Preduction].[Productinventory].LocationID,
[AdventureWorks].[Production].
[Preductinventory].Shelf, [AdventureWorks].
[Preduction].[Preductinventory].Bin,
[AdventureWorks].[Production].
[Preductinventory].Quantity, [AdventureWorls].
[Preduction].[Productinventony].rowguid,
[AdventureWorks].[Production].
[Preductinventory]. ModifiedDate

Order By

[AdventureWorks].[Production].
[Preductlnventory].Shelf Ascending

Figure 23

If you pull up the ToolTip window for the Sort icon (see figure 24),
you'll see that the Sort operator is being passed 1069 rows. The Sort
operator takes these 1069 rows from the Clustered Index Scan, sorts
them, and then passes the 1069 rows back in sorted order.
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B k%

Sort — Clustered Index Scan
Cost- TE & [ZdventureWorks]. [Froduction] . [Prod.
Actual Number of Rows 1069
Estimated Mumber of Rows 1069
Estimated Row Size 54 B
Estimated Data Size 56 KB
Figure 24

The most interesting point to note is that the Sort operation is 76% of
the cost of the query. There is no index on this column, so the Sort
operation is done within the query execution.

As a rule-of-thumb, I would say that when sorting takes more than 50%
of a query's total execution time, then you need to carefully review it to
ensure that it is optimized. In our case the reason why we are breaking
this rule is fairly straightforward: we are missing a WHERE clause.
Most likely, this query is returning more rows to be sorted than needs to
be returned. However, even if a WHERE clause exists, you need to
ensure that it limits the amount of rows to only the required number of
rows to be sorted, not rows that will never be used.

Other things to consider are:
Is the sort really necessary? If not, remove it to reduce overhead.

Is it possible to have the data presorted so it doesn't have to be sorted?
For example, can a clustered index be used that already sorts the data in
the proper order? This is not always possible, but if it is, you will save
sorting overhead if you create the appropriate clustered index.

If an execution plan has multiple Sort operators, review the query to see
if they are all necessary, or if the code can be rewritten so that fewer
sorts are needed to accomplish the goal of the query.

If we change the query to the following:

SELECT *
FROM [Production] . [ProductInventory]
ORDER BY [ProductID]

We get the execution plan shown in figure 25:
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Query 1: Query cost (relatiwve to the batch): 100%
SELECT * FROM [Production] .[ProductInventory] ORDEER BY [ProductID]

= ks

SELECT . Ul:StirEd ind:z S;an .
Cost- O % [ZdventureWorks] . [Production] . [Pr -

Cost: 100 %

Figure 25

Although this query is almost identical to the previous quety, and it
includes an ORDER BY clause, we don't see a sort operator in the
execution plan. This is because the column we are sorting by has
changed, and this new column has a clustered index on it, which means
that the returned data does not have to be sorted again, as it is already
sorted as a byproduct of it being the clustered index. The query
optimizer is smart enough to recognize that the data is already ordered,
and does not have to order it again. If you have no choice but to sort a
lot of data, you should consider using the SQL Server 2005 Profiler to
see if any Sort Warnings are generated. To boost performance, SQL
Server 2005 attempts to perform sorting in memory instead of disk.
Sorting in RAM is much faster than sorting on disk. But if the sort
operation is large, SQL Server may not be able to sort the data in
memory, instead, having to write data to the tempdb database.
Whenever this occurs, SQL Server generates a Sort Warning event,
which can be captured by Profiler. If you see that your server is
performing a lot of sorts, and many Sort Warnings are generated, then
you may need to add more RAM to your server, or to speed up tempdb
access.

Hash Match (Aggregate)

=]
Eatlier in this chapter, we took a look at the Hatch Match operator for
joins. This same Hatch Match operator also can occur when

aggregations occur within a query. Let's consider a simple aggregate
query against a single table using the COUNT operator:

SELECT [City],

COUNT ([City]) AS CityCount
FROM [Person] . [Address]
GROUP BY [City]

The actual execution plan is shown below.
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o
T Results | [y Messages & Ewscution plan

Cuery 1: Query cost (relative to the batch): 100%
SELECT [City], COUNT([Citw]) &3 CityCount FROM [Ferson].[Address] GRCUFP EBY [City]

= =3 ()

Compute Scalar Hash Match Index Scan
e s [ [ Adventur eliorks] . [Person] . [Addrass]..
; Cost: 48 & Cost: 52 %

Figure 26

The query execution begins with an Index Scan, because all of the rows
are returned for the query. There is no WHERE clause to filter the
rows. These rows then need to be aggregated in order to perform the
requested COUNT aggregate operation. In order for the query
optimizer to count each row for each separate city, it must perform a
Hatch Match operation. Notice that underneath Hatch Match in the
execution plan that the word "aggregate" is put between parentheses.
This is to distinguish it from a Hatch Match operation for a join. As
with a Hatch Match with a join, a Hatch Match with an aggregate causes
SQL Server to create a temporary hash table in memory in order to
count the number of rows that match the GROUP BY column, which
in this case is "City." Once the results are aggregated, then the results
are passed back to us.

Quite often, aggregations with queries can be expensive operations.
About the only way to "speed" the petformance of an aggregation via
code is to ensure that you have a restrictive WHERE clause to limit the
number of rows that need to be aggregated, thus reducing the amount
of aggregation that needs to be done.

Filter

If we add a simple HAVING clause to our previous query, our
execution plan gets more complex

SELECT [City],
COUNT ([City]) AS CityCount

FROM [Person] . [Address]
GROUP BY [City]
HAVING COUNT ([City]) > 1

The execution plan now looks as shown in figure 27:
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[ Results | g Mesaﬁgeal 2" Execution plan |
Query 1: Query cost (relative to the batch): 1003
SELECT [City], COUNT([City]) AS CityCount FRCM [Perscn].[Address] GROUP BY [City] H?

= E| =] (7

i b

Filter Compute Scalar Hash Match Index Scan
thggregate) [Adventurelorks] . [Person] . [&

Cost: 0O % Cost: 0O %
Cost: 48 % Cost: 52 %

Figure 27

By adding the HAVING clause, the Filter operator has been added to
the execution plan. We see that the Filter operator is applied to limit the
output to those values of the column, City, that are greater than 1. One
useful bit of knowledge to take away from this plan is that the
HAVING clause is not applied until all the aggregation of the data is
complete. We can see this by noting that the actual number of rows in
the Hash Match operator is 575 and in the Filter operator it's 348.

3 = __ 5 =

SELECT Filter Compute Scalar iﬂSh Hat
Cost: 0 % Cost: 0 % pRmmTen
Estimated Number of Rows 575 [
Estimated Row 5ize 32B
Estimated Data Size 18 KB
| T _a_
——
SELECT Filter Compute Scala
Cost: 0 % e Cons- oo
Actual Mumber of Rows 348
Estimated Number of Rows 575
Estimated Row Size 32B
Estimated Data Size 18 KB
Figure 28

While adding a HAVING clause reduces the amount of data returned,
it actually adds to the resources needed to produce the query results,
because the HAVING clause does not come into play until after the
aggregation. This hurts performance. As with the previous example, if
you want to speed the performance of a query with aggregations, the
only way to do so in code is to add a WHERE clause to the query to
limit the number of rows that need to be selected and aggregated.
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Rebinds and Rewinds Explained

While examining the ToolTips for physical operators, throughout this
chapter, you will have seen these terms several times:

e  Actual Rebinds or Estimated Rebinds
e  Actual Rewind or Estimated Rewinds

Most of the time in this chapter, the value for both the rebinds and
rewinds has been zero, but for the Sort operator example, a little earlier,
we saw that there was one actual rebind and zero actual rewinds.

In order to understand what these values mean, we need some
background. Whenever a physical operator, such as the SORT operator
in an execution plan occurs, three things happen.

e Tirst, the physical operator is initialized and any required data
structures are set up. This is called the Init() method. In all
cases this happens once for an operator, although it is possible
to happen many times.

e Second, the physical operator gets (or receives) the rows of data
that it is to act on. This is called the GetNext() method.
Depending on the type of operator, it may receive none, or
many GetNext() calls.

e Third, once the operator is done performing its function, it
needs to clean itself up and shut itself down. This is called the

Close() method. A physical operator only ever receives a single
Close() call.

A rebind or rewind is a count of the number of times the Init()
method is called by an operator. A rebind and a rewind both count the
number of times the Init() method is called, but do so under different
circumstances.

A rebind count occurs when one or more of the correlated parameters
of a join change and the inner side must be reevaluated. A rewind count
occurs when none of the correlated parameters change and the prior
inner result set may be reused. Whenever either of these circumstances
occur, a rebind or rewind occurs, and increases their count.

Given the above information, you would expect to see a value of one or
higher for the rebind or rewind in every ToolTips or Properties screen
for a physical operator. But you don't. What is odd is that the rebind and
rewind count values are only populated when particular physical
operators occur, and are not populated when other physical operators
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occur. For example, if any of the following six operators occur, the
rebind and rewind counts are populated:

e Nonclustered Index Spool
e Remote Query

e Row Count Spool

e Sort

e Table Spool

e Table-Valued Function

If the following operators occur, the rebind and rewind counts will only
be populated when the StartupExpression for the physical operation is
set to TRUE, which can vary depending on how the query optimizer
evaluates the query. This is set by Microsoft in code and is something
we have no control over.

o  Assert
e Tilter

And for all other physical operators, they are not populated. In these
cases, the counts for rebind and rewind will be zero. This zero count
does not mean that zero rebinds or rewinds occurred, just that these
values were not populated. As you can imagine, this can get a little
confusing, This also explains why most of the time you see zero values
for rebind and rewind.

So, what does it mean when you see a value for either rebind or rewind
for the eight operators where rebind and rewind may be populated?

If you see an operator where rebind equals one and rewinds equals zero,
this means that an Init() method was called one time on a physical
operator that is NOT on the inner side of a loop join. If the physical
operator is ON the inner side of a loop join used by an operator, then
the sum of the rebinds and rewinds will equal the number of rows
process on the outer side of a join used by the operator

So how is this helpful to the DBA? Generally speaking, it is ideal if the
rebind and rewind counts are as low as possible, as higher counts
indicate more disk I/O. If the counts are high, it might indicate that a
particular operator is working harder than it needs to, hurting server
performance. If this is the case, it might be possible to rewrite the
query, or modify current indexing, to use a different query plan that uses
fewer rebinds and rewinds, reducing I/O and boosting performance.



84

Insert, Update and Delete Execution Plans

Execution plans are generated for all queries against the database in
order for the engine to figure out how best to undertake the request
you've submitted. While the previous examples have been for SELECT
queries, in this section we will take a look at the execution plans of
INSERT, UPDATE, and DELETE queries.

Insert Statements

Here is a very simple INSERT statement:

INSERT INTO [AdventureWorks].[Person].[Address]
(
[AddressLinel],
[AddressLine2],
[City],
[StateProvincelID],
[PostalCode],
[rowguid],
[ModifiedDate]
)
VALUES (
'1313 Mockingbird Lane',
'Basement’,
'Springfield’',
‘79",
'02134",
NEWID (),
GETDATE ()
) i

This statement generates this rather interesting estimated plan (so that I
don't actually affect the data within the system), shown in Figure 29.

=) = i Ly E| e |

Nested Loops Clustered Index Insert
INSERT Assert Tl Hieronh et et S 3 Compute Sealar Compuce Scalar Constant Scan
Gontn 5 8 P s (Left Semi doin) [Adventurevorks] . [Person] . [ Gosts Ok sk 008

Cost: 0% cast: 92 %

n‘fll

Clustered Index Seek
[Bdventureorks] . [Person] . [S
Cost: 8 %

Figure 29

The execution plan starts off, reading right to left, with an operator that
is new to us: Constant Scan. This operator introduces a constant
number of rows into a query. In our case, it's building a row in order for
the next two operators to have a place to add their output. The first of
these is a Compute Scalar operator to call a function called
getidentity. This is the moment within the query plan when an identity
value is generated for the data to follow. Note that this is the first thing
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done within the plan, which helps explain why, when an insert fails, you
get a gap in the identity values for a table.

Another scalar operation occurs which outputs a series of placeholders
for the rest of the data and creates the new uniqueidentifier value, and
the date and time from the GETDATE function. All of this is passed
to the Clustered Index Insert operator, where the majority of the cost
of this plan is realized. Note the output value from the INSERT
statement, the Person.Address.StateProvinceld. This is passed to the
next operator, the Nested Loop join, which also gets input from the
Clustered Index Seek against the Person.StateProvince table. In
other words, we had a read during the INSERT to check for referential
integrity on the foreign key of StateProvinceld. The join then outputs
a new expression which is tested by the next operator, Assert. An
Assert verifies that a particular condition exists. This one checks that
the value of Expr1014 equals zero. Or, in other words, that the data that
was attempted to be inserted into the
Person.Address.StateProvinceld field matched a piece of data in the
Person.StateProvince table; this was the referential check.

Update Statements

Consider the following update statement:

UPDATE [Person] . [Address]

SET [City] 'Munro',
[ModifiedDate] = GETDATE ()
WHERE [City] = 'Monroe' ;

The estimated execution plan is shown below:

[13 Messages| & Execttion plan
Query 1: Query cost (relative to the batch]: 100%
UPDATE [Person ].[Address] SET [City] - 'Hunro' ,[NodifiedDate] - GETDATE() WHERE [City] = '

Figure 30

Let's begin reading this execution plan, from right to left. The first
operator is a non-clustered Index Scan, which retrieves all of the
necessary rows from a non-clustered index, scanning through them, one
row at a time. This is not particular efficient and should be a flag to you
that perhaps the table needs better indexes to speed performance. The
purpose of this operator is to identify all the rows WHERE [City] =
'"Monroe', and then send them to the next operator.
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The next operator is TOP. In an UPDATE execution plan, it is used to
enforce row count limits, if there are any. In this case, no limits have
been enforced because the TOP clause was not used in the UPDATE

query.

Note: If the TOP operator is found in a SELECT statement, not an
UPDATE statement, it indicates that a specified number, or percent, of

rows have been returned, based on the TOP command used in the
SELECT statement.

The next operator is an Eager Spool (a form of a Table Spool). This
obscure sounding operator essentially takes each of the rows to be
updated and stores them in a hidden temporary object stored in the
tempdb database. Later in the execution plan, if the operator is rewound
(say due to the use of a Nested Loops operator in the execution plan)
and no rebinding is required, the spooled data can be reused instead of
having to rescan the data again (which means the non-clustered Index
Scan has to be repeated, which would be an expensive option). In this
particular query, no rewind operation was required.

The next three operators are all Compute Scalar operators, which we
have seen before. In this case, they are used to evaluate expressions and
to produce a computed scalar value, such as the GETDATE() function
used in the query.

Now we get to the core of the UPDATE statement, the Clustered
Index Update operator. In this case, the values being updated are part
of a clustered index. So this operator identifies the rows to be updated,
and updates them.

And last of all, we see the generic T-SQL Language Element Catchall
operator, which tells us that an UPDATE operation has been
completed.

From a performance perspective, one of the things to watch for is how
the rows to be updated are retrieved. In this example, an non-clustered
Index Scan was performed, which is not very efficient. Ideally, a
clustered or non-clustered index seek would be preferred from a
performance standpoint, as either one of them would use less 1/O to
perform the requested UPDATE.

Delete Statements

What kind of execution plan is created with a DELETE statement?
For example, let's run the following code and check out the execution
plan.
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DELETE FROM [Person].[Address]
WHERE [AddressID] 52z

Figure 31 shows the estimated execution plan:

T Wessages| 1 Executon plan
Query 1: guery cost (relative to the batch): 100%
esaID] =

DELETE FROM_[Person] . [Address) WHERE [
[l

Figure 31

I know this is a bit difficult to read. I just wanted to show how big a
plan is necessary to delete data within a relational database. Remember,
removing a row, or rows, is not an event isolated to the table in question.
Any tables related to the primary key of the table where we are
removing data will need to be checked, to see if removing this piece of
data affects their integrity. To a large degree, this plan looks more like a
SELECT statement than a DELETE statement.

Starting on the right, and reading top to bottom, we immediately get a
Clustered Index Delete operator. There are a couple of interesting
points in this operation. The fact that the delete occurs at the very
beginning of the process is good to know. The second interesting fact is
that the Seek Predicate on this Clustered Index Seek To Delete
operation was:

Prefix:  [AdventureWorks|.[Person].[Address].AddressID = Scalar
Operator(CONVERT_IMPLICIT (int,[@1],0)).

This means that a parameter, @1, was used to look up the AddressId.
If you'll notice in the code, we didn't use a parameter, but rather used a
constant value, 52. Where did the parameter come from? This is an
indication of the query engine generating a reusable query plan, as per
the rules of simple parameterization.
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Figure 32

After the delete, a series of Index and Clustered Index Seeks and Scans
are combined through a series of Nested Loop Join operators. These
are specifically Left Semi Joins. These operators return a value if the
join predicate between the two tables in question matches or if there is
no join predicate supplied. Each one returns a value. Finally, at the last
step, an Assert operator, the values returned from each Join, all the
tables related to the table from which we're attempting to delete data,
are checked to see if referential data exists. If there is none, the delete is
completed. If they do return a value, an error would be generated, and

Clustered Index Delete
Delete rows from a clustered index,

Clustered Index Delete

Logical Operation Delete

" Estimated 1,/0 Cost 0.04
Estimated CPU Cost 0.000004
Estimated Operator Cost 0.0432871 (72%)
Estimated Subtree Cost 0.0432571
Estimated Number of Rows 1
Estimated Row Size 11B
Node 1D 7
Object

[Adventureworks] [Person] [Address].

[Pk _Address_AddressIC], [AdventureWworks] [Person].
[Address].[Ak_Address_rowguid], [Adventure\Works].
[Ferson][Address].
[I%_Address_Addresslinel_AddressLine?_City_StateProwi

: ncell_PostalCode], [Adventure\Waorks].[Person].

[Address] [Ix_Address_StateProvincelly]
Output List
[Adventureworks] [Person] [Address]. AddressID

i Seek Predicate

Prefix: [AdventureWorks].[Person].[Address]. AddressID
= Scalar Operator (CONYERT_IMPLICTIT (Nt [@1],0%)

the DELETE operation aborted.
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Assert
Used to verify that a specified condition exists.

Physical Operation Assert
Logical Operation Assert
Estimated [ /O Cost 0
Estimated CPU Cost 0,0000002
Estimated Operator Cost 0.0000002 (0%)
Estimated Subtree Cost 0.060231
Estimated Number of Rows 1
Estimated Row Size 9B
Node ID 1
Predicate

CASE WHEM NOT [Expr1021] 1S NULL THEM (0)
ELSE CASE WHEN MOT [Expr1022] IS NULL THEM
(1) ELSE CASE WHEN NOT [Expr 1023] IS MULL
THEM (2) ELSE CASE WHEN NOT [Expr1024] 1S
MULL THEM (3) ELSE CASE WHEN NOT [Expr 1025]
IS MULL THEM (4) ELSE MULL END EMD END END
EMD

Figure 33

Summary

This chapter represents a major step in learning how to read graphical
execution plans. However, as we discussed at the beginning of this
chapter, we only focused on the most common type of operators and
we only looked at simple queties. So if you decide to analyze a 200-line
query and get a graphical execution plan that is just about as long, don't
expect to be able to analyze it immediately. Learning how to read and
analyze execution plans takes time and effort. But once you gain some
experience, you will find that it becomes easier and easier to read and
analyze, even for the most complex of execution plans.
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CHAPTER 3: TEXT AND XIVIL EXECUTION
PLANS FOR BAsIC QUERIES

The added bonus of learning how to read graphical execution plans, in
Chapter 2, is that what you learned there also applies to reading Text
and XML execution plans. While text and XML execution plans don't
have icons, they still include the same operators. So by learning how to
read graphical execution plans, you also learn how to read text and XML
execution plans.

In early versions of SQL Server, only text-based execution plans were
available and many people found them hard to read, especially with
complex plans. Microsoft eventually relented and introduced graphical
execution plans, in addition to offering text execution plans. I find
graphical execution plans much easier to read than text plan and I guess
I'm not the only DBA who feels this way, as text-based execution plans
have been added to the SQL Server deprecation list and will eventually
g0 away.

To replace text-based execution plans’, Microsoft introduced XML
Plans in SQL Server 2005.

Like text-based plans, XML Plans can be difficult to read and analyze if
you look at the raw XML code only. So why did Microsoft decide to
replace text-based execution plans with XML Plans if both of them are
difficult to read? There are several reasons for the change. Essentially,
XML is a common file format that can be used programmatically, unlike
text-based execution plans. XML Plans also provide a much richer
environment to store more execution plan details than ever before. In
addition, XML Plans are stored in a portable format that makes them
easy to share with others. For example, I can send an XML Plan to a
fellow DBA, and she can use Management Console to graphically
display and analyze it. Text-based plans, on the other hand, don't offer
any of these benefits.

7 SQL Server 2005 still offers text-based execution plans, but only for
backward-compatibility.
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Text Execution Plans

So why should you even bother to learn about text execution plans if
this feature is being deprecated? That's only a question you can answet.
If you are working with SQL Server 2005 for the most part, I suggest
you focus your efforts on learning graphical execution plans, and
understanding the benefits and uses of the XML Plan file format. On
the other hand, if you are still managing many older versions of SQL
Server, you might, but not necessarily, want to learn how to read text
plans because they are still often seen in books and articles about SQL
Server, and knowing how to read them might prove useful.

A Text Plan for a Simple Query

Let's start by examining the text plan for a query we saw in the previous
chapter. First, as a reminder, we'll capture the graphical plan:

SELECT ContactID,
LastName,
Phone
FROM Person.Contact
WHERE EmailAddress LIKE 'sab%'

Query 1: Query cost (relative to the batch): 100%
SELECT ContactID, LastNawe, Phone FROM Person. Contact where Emailldddress LIEE 'sabs!

5 %

Mested Loops Index Seck
iIrmer Join) [AdventureWorks]. [Person] . [Contact] ..
Cost- 0O % Cost: & &

Key Lookup
[Adventurelorks]. [Personl . [Contact]..
Cost: S5 &

Figure 1

Now, we'll capture the equivalent text plan. Remember that turning on
SHOWPLAN_ALL will allow you to collect estimated execution plans.
No T-SQL code submitted after this statement is actually executed, until
you turn SHOWPLAN_ALL off again:

SET SHOWPLAN ALL ON ;
GO

SELECT ContactID,
LastName,
Phone
FROM Person.Contact
WHERE EmailAddress LIKE 'sab%'
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GO

SET SHOWPLAN ALL OFF ;
GO

The results are returned in a spreadsheet-style grid format, as shown in
tigure 28:

(X Resuts | [y Messages

ShmtT ext Stmtld - Mod Parent | PhysicalOp LogicalOp Argument DefinedValues Estimate
1 SELECT ContactiD, LastName, Phone FRO... + 1 1 o NULL NULL 1 NULL 198134
2 I-Nested Loopsllnner Join, OUTER REFERE... 1 2 1 HNested Logps Inner Jain OUTER REFERENCES: ([Adv... MULL 19.8134
3 Hndex Seek{OBJECT [Advertuew/otks].. 1 3 2 Index Seek. Index Seek OBJECT{[Advertuew/oks] [ [Advertueworks] [Pers..  19.8134
4 |-Clustered Index Seck{OBJECT[advert. 1 5 2 Clustered Index Seek  Clustered Index Seek  OBJECT:([Advertuew/oks] .. [Adventreorks] [Pers.. 1
Figure 2

Row 1 is the parent node, and the StmtText column for this row
contains the text for the TSQL statement that was executed. If you
scroll right through the results, you'll find a column called Type, which
describes the node type.

EstimateRows | Estimatel] | EstmateCPU | AvgRowSize | TotalSublreeCost | Outputlist “warmings | Type Parallel | EstimateE secutions

1981349 HULL L NULL 006441426 NULL NULL SELECT o NULL

1981349 0 828204E-05 92 006441426 [Adventureworks] [Person] [Contact] [ContactD], NULL PLAN_ROW | D 1

19813439 0.003125 00001787348 70 0.003303795 [Bdventurevorks] [Persan] [Contact]) [ContactiD], ... NULL PLAN_ROW | O 1

1 0.003125  0.0001581 a8 0.0810102 [Bdventurgvorks] [Persan] [Contact] LastMame], .. NULL PLAN_ROW | O 19.81349
Figure 3

For the parent node this will contain the type of SQL statement that
was executed (SELECT, in this case). For all other rows the type is
PLAN_ROW. For all PLAN_ROW nodes, the StmtText column
describes the type of operation that took place.

A quick glance at the StmtText column for the remaining rows reveals
that three operations took place: a Nested Loops inner join, an index
seek, and a clustered index seek.

Unlike for graphical plans, there's no easy "right to left and top to
bottom" route through the text-based plans. In order to understand the
flow of operations, we are helped by the indentation of the data and the
use of pipe (]) to connect the statements, parent-to-child. We can also
refer to the NodeID and Parent columns, which indicate the IDs of

8 If you right-click in the query window of SSMS, you can select Results
To | Results to Text, which offers a more conventional view of the text
execution plan.



94

the current node and its parent node, respectively. Within each
indentation, or for every row that has the same Parent number, the
operators execute from top to bottom. In this example, the Index Seek
occurs before the Clustered Index Seek.

Moving to the two most-indented rows, we start at row 3 (Nodeld 3)
with the Index Seck operation. By extending the StmtText column (or
examining the Argument column) we can see that the index seek was
against the Person.Contact table:

OBJECT: ([AdventureWorks] . [Person]. [Contact]. [IX Contact EmailAdd

ress]), SEEK: ([AdventureWorks].|[Person].[Contact].[EmailAddress]
>= N'sab' AND [AdventureWorks].[Person].[Contact].[EmailAddress]
< N'saC'"),

WHERE: ([AdventureWorks] . [Person]. [Contact].[EmailAddress] like
N'sab%') ORDERED FORWARD

The DefinedValues column for a given PLAN_ROW contains a
comma-delimited list of the values that the operator introduces. These
may be values that were present in the current query (in the SELECT or
WHERE clauses), as in this case:

[AdventureWorks] . [Person] . [Contact]. [ContactID],
[AdventureWorks] . [Person]. [Contact] . [EmailAddress]

Or they could be internal (intermediate) values that the query processor
needs in order to process the query. Think of a DefineValues as a
temporary holding place for values used by the query optimizer as the
operators execute.

Finally, note from the EstimateRows column in Figure 3, that this
Index seek operation produces an estimated 19.8 rows.

Next we move on to line 4 (NodelID 5), which is a Clustered Index Seek
against Person.Contact. This immediately illustrates what I would
regard as a weakness with text plan format. It is not immediately
obvious, as it was with the graphical plan, that this operation is, in fact, a
key lookup operation. We need to scan through the whole contents of
the StmtText column to find this out:
|--Clustered Index

Seek (OBJECT: ([AdventureWorks] . [Person]. [Contact].[PK Contact Con
tactID]),

SEEK: ([AdventureWorks] . [Person]. [Contact] . [ContactID]=[Adventure
Works].[Person]. [Contact] . [ContactID]) LOOKUP ORDERED FORWARD)

Notice this time, from the EstimateRows column, that this operation
produces only 1 row. However, if you examine the final column in the
result grid, EstimateExecutions, you'll see that the operator is called
an estimated 19.8 times a while running the query.
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The EstimateExecutions column does not have a direct parallel in the
graphical execution plan. If you capture the graphical plan for this query
and examined the properties of the Key LookUp Operator, rather than
the number of executions, you will see values for the number of rebinds
and rewinds. In this case 18.8 rebinds and 0 rewinds. As you may
remember from chapter one, a rebind or rewind occurs each time an
operator is reinitialized.

We then move up and out one Node to row 2 (NodelD 2) where we see
the Nested Loop inner join that combines the results from the previous
two operations. In this case the DefinedValues displays Null, meaning
that the operation introduces no new values, and the OutputList shows
the ContactID, LastName and Phone columns required by our query.

The remainder of the columns in the results grid, Such as
EstimateRows, EstimatelO, TotalSubTreeCost and so on, mitrror
the information found in the ToolTips for graphical plans, and we won't
cover them again here.

A Slightly more Complex Query

The text-based plan for the previous simple query was straightforward
to read. However, with slightly more-complex queries, it quickly gets
more taxing. Let's look at the Estimated text plan for the following
query, containing a couple of joins and a WHERE clause:

SET SHOWPLAN ALL ON ;
GO

SELECT c¢.[LastName],
a.[City],
cu. [AccountNumber],
st.[Name] AS TerritoryName

FROM [Person] . [Contact] c
JOIN [Sales].[Individual] i
ON c.[ContactID] = i.[ContactID]

JOIN [Sales].[CustomerAddress] ca
ON i.[CustomerID] = ca.[CustomerID]
JOIN Person.Address a

ON [ca].[AddressID] = [a].[AddressID]
JOIN [Sales].Customer cu
ON cu. [CustomerID] = i.[CustomerID]

JOIN [Sales].[SalesTerritory] st
ON [cu].[TerritoryID] = [st].[TerritoryID]
WHERE st. [Name] = 'Northeast'
AND a.[StateProvinceID] = 55 ;
GO
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‘ SET SHOWPLAN ALL OFF ;
GO

When you execute this query, the estimated plan is shown in the results
pane. Figure 4 shows the StmtTexfirst column of the results.

StrtText

El

ELECT c[LastName]  ,a[Cty  cufAccountMumber]  st[Name] AS TerritoryName FROM [Person].[Contact] c JOIN [Sales] [indivicual] i onl

1
12
13
14

16

|-Nested Loops(inner Jain, OUTER REFERENCES:([cu]. [TerritornD])

|-Nested Loaps(Inner Join, OUTER REFERENCES: ([1. [ContactiD]))

| F-Nested Loops(inner Join, OUTER REFERENCES:([cu].[CustomeriD]) OPTIMIZED)
| F-Compute Sealar(DEFINE:([cu] [AccountNumber] =[AdventursWorks] [Sales]. [Customer] [AccountNumber] as [eu]. [AccountMumber]))
| |-Nested Loops(inner Join, OUTER REFERENCES:([ca].[CustomeriD]))
[-Hash Metch(lnner Join, HASH: ([=]. [AddressiD])=([ca] [AddressID])
| F-Nested Loops(inner Join, OUTER PEFERENCES: ([a] [AddressiD])
| | index Sesk(OBJECT. (jAdventureWorks] [Person], [Address].[X_Address_StateProvincelD] AS [a]), SEEK:([s].[StateProvincelD]=(55)) ORDERED F.
| | F-Clustered Index Sesk(OBJECT. ([AdventureWarks] [Person]. [ddress] [PK_Address_AddressiD] AS [e]), SEEK ([a] [AddressiD]=[AdventureWorks] [
| Findex Scan(OBJECT: ([AdventureWorks] [Sales] [CustomerAddress].[AK_CustomerAddress_rowsuid] AS [cal)
|- Compute Scalar(DEFINE: (feu]. [AccountNumber]=isnulll AW+ {Adve ntureWorks].[dbo]. [uinL eadingZeras]([Adventuretarks] [Sales]. [Customer]. [Customer]
| |-Clustered Index Seek(OBJECT: ([Adventure\Works].[Sales] [Customer].[PK_Customer_CustomerlD] AS [cul), SEEK: ([e]. [CustomerlD]={Adventure Work
[-Clustered Inclex Seek(OBJECT: ([AdventureWorks]. [Sales].(Individual [PK_Indivitual_CustamerlD] AS [i]), SEEK:([]. CustomerD]=[AdventureWorks]. [Sales].[Cu
[~Clustered Index Seek{OBJECT: ([AdventureWorks]. [Persan]. [Contact].[PK_Contact_ContactiD] AS [c]), SEEK: ([c]. [ContactiD]=[AdventureWarks] [Ssles]. Individual]
[-Clustered Index Seek(OBJECT:([Adverture\Works].[Sales].[SalesTerritory] [PK_SalesTerritory_TerritorylD] A8 [st]), SEEK. ([st] [TerritorylD}=[AdventureWorks] [Sales]

Figure 4

This is where the indentation of the data, and the use of pipe (|)
character to connect parent to child, really starts to be useful. Tracking
to the most internal set of statements, we see an index seck operation
against IX_Address_StateProvinceld on the Address table.

StmiText Stmtld  Mod. Parent | Physicallp LogicalOp Argumert: Definedy alues
SELECR clLasiName]  alCiy]  cufdccounitl.. | 1 1 0 NULL MULL 1 NULL
|-Nesiet Loopsilnner Join, DUTER REFERENCES:([c. 1 2 1 Mested Loops. Inner Join OUTER REFERENCES ([cul [Territor D] NULL
I-Nested Loops(lrnerJoin, OUTER REFERENCES: 1 3 2 Nested Loops. Inner Join OUTER REFERENCES:([i] [ContactiD]) NULL
| I-Nested Loops(lnner Join, OUTER REFERENC. 1 4 3 Nested Loops. Inner Join DUTER REFERENCES:{[cu] [Customes|D]) OPTIMIZED  NULL
| | [Compute Scals{DEFINE:fou) [aecountum . 1 3 4 Compute Scalar Compute Sealar DEFINE (cu] [AccountNumber|-{Advertueworks) 5 .. [cul [becountiun
I 11 FNested Loopslinner Join, JUTER REFE.. 1 7 E Mested Loops Iner Join OUTER REFEREMCES:([za] [CustamerID]) NULL
[} I-Hash Match(lnner Join, HASH:([a].[Ad 1 8 7 Hash Match Inner Join HASH:([a] I4ddress| D] =([cal [AddressI D]l NULL
[ | |-Nested Loops(lnner Join, OUTER 1 El 8 Nested Loops Inner Join DOUTER REFERENCES:([a] [ ddressID]] MNULL
[ || Hndex SeekiOBJECT ((Adventur.. 1 10 k] Index Seek Index Seek OBJECT:([Adventureworks] [Person] [Address] [_Ad...  [al[AddressID]
[N} | | HClustered Index Seek(0BJECT:([.. 1 12 £l Clustered Index Seek  Clustered Index Sesk  OBJECT: ([Advantursorks] [Parson] [Address] [PK_A. [a].[City]
[} | I-ndex Scan(0BJECT:([ddventureW . 1 16 8 Index Scan Index Scan DBJECT: ([Adventuret orks] [Sales] [Customeréddiess. [ca} [Customer D
| 11 Computs ScalsiDEFINEffeul fhesou.. 1 18 7 Compute Scalar Compute Sealar DEFINE (cu] [Accounttumberl=isnull A"+ [adventur . [cul [Accountiur
[} FHClustered Indes Seek(DBJECT:(Ad.. 1 19 18 Clustered Indes Seek  Clustered Index Sesk  OBJECT: [Sales][Customer.[PK_C..  [cu] [CustomedD
| | Clustered Index Seek(0BJECT: ([4dventure. 1 %6 4 Clustered Index Seek  Clustered Index Sesk  OBJECT: ([Adventurs®Works] [Sales] [Individual] [PK_In. [il [ContactiD]
| |-Clustersd Inde Sesk{DBJECT:[Adventursiwor . 1 7 3 Clustered Index Seek  Clustered Index Seek  OBJECT: ([Adventursworks) [Person] [ContactL[PK_C..  [e][LastName]
|-Chustered Indew Seek{DBJECT [Adveniueworks] . 1 22 2 Clustered Indew Seek  Clustered Index Seek  DBJECT:{[Adventursworke) [Sales] [SalesTerrton ] .. [st) [Name]
Figure 5

This is how the plan displays the WHERE clause statement that limits
the number of rows returned.

--Index Seek(

OBJECT: ( [AdventureWorks] . [Person] . [Address] . [IX Address StatePro

vinceID] AS [a]), SEEK: ([a].[StateProvinceID]=(55)) ORDERED
FORWARD)

The output from this operator is the Addressld, not a part of the
SELECT list, but necessary for the operators that follow: This operator
starts the query with a minimum number of rows to be used in all the
subsequent processing.

The index seek is followed by a clustered index seek against the
PersonAddress table clustered index, using the Addressld from the
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index seek. Again, in the StmtText column, we see that the clustered
index seek operation is actually a key lookup operation.

-—-Clustered Index Seek

(OBJECT: ([AdventureWorks] . [Person] . [Address] . [PK Address Address
ID] AS [al),

SEEK: ([a] . [AddressID]=[AdventureWorks] . [Person] . [Address] . [Addre
ssID] as [a].[AddressID]) LOOKUP ORDERED FORWARD)

Stepping out one level, the output from these two operations is joined
via a nested loop join (row 8).

StmiText Striid | Hod.. | Perent | Prysicallp Logicallp Argument Definedvaiuzs
SELECR cllastName]  afCiy] culdccountN. |1 1 0 NULL NULL 1 NULL
I-Nesiel Loopslinner Join, DUTER REFERENCES[e.. 1 2 1 Nested Loops Inner Join OUTER REFERENCES {[cu] TerrtoniD]) NULL
I-Nested Loapsinner Join, DUTER REFERENCES... 1 3 2 Nested Loops Inrer Jain OUTER REFERENCES Il [ContactiD]) NULL
| I-Hested Loopslinner Join, OUTER AEFERENC.. 1 4 3 Nested Loops Inner Join OUTER REFERENCES fleu] [CustomerD OPTIMIZED  NULL
|| FCompute ScalaflDEFINE (fcul {becourtium... 1 6 4 Compute Sedlar Compute Sedlar DEFINE {[eu] [occountNumber]={Adventuseworks] 5. [eu] [ecountiu
| 11 1Mested Loopsllnner Join, OUTER REFE... 1 7 3 Nested Laops Inner Join OUTER REFERENCES {[ca] [CustomerDI]) NULL
I 11 Hash Matchlinner Jain, HASH:a)[Ad.. 1 8 7 Hash Matzh Inner Join HAS Hilla]AddiessID]={leal [ddressiD]) NULL
I 11| [Hested Lonpsfinner doin OUTER 1 g ] Hesied Lonos Tnnet Join GUTER REFERENCES Mol [ ddessIDT] HLL
1111 Hndex SeskiDBJECT (fbdveniu.. 1 w9 Index Seek Index Seek. OBJELT.[dventueworks] [Persan] [address] [<_Ad... ~[al[AddressiD]
111 1| Ciustered Index SeekDBJECT:(L. 1 ] Ciustered Indes Sesk  Clustered Indew Seek  DBJECT:((Adventureworks | Personl Pddress) FK_4...  [al[City]
I 111 [Hindes Scan0BJECT 1 ST Tndex 5can ndex Scan BJELT [EaleslIC Teal CustomelD
I 11 -Compute ScalarDEFINE:[cul [bccou.. 1 w7 Compute Sedlar Compute Sedlar DEFINE {[eul [occountNumber]sisnulli&"sfdvertur..  [eu] [ecountiu
[ |-Clustered Index Seek(DBJECT (6. 1 19 18 Clusteredindex Seck Clustered Index Seek  OBJECT:{[Acventureiw/orks] [Seles] (Customer [PK_C...  [eu] [CustomelD
|| FChustered Inder Seek(DBJECT (Adventurs... 1 E ] Ciustered Indes Sesk  Clustered Indew Seek  DBJECT:((Bcventureorks| (Sales] Individuall (PK_In... i [ContactiD]
| I-Clustered Index Seck(OBJELT: [Bdvertueior.. 1 a7 3 Clustered Indes Seck  Clustered Inde Sesk  DBJECT. (Acventuretorks | PersanlIContact IPK_C..  [e}LasiName]
I-Clustered Indew S eek[DBJECT ([Adveniusworks].. 1 B 2 Clustered Index Sesk  Clustered Indew Seek  DBJECT ([Achventuretworks] [Sales] [SalesTerton ] (.. [st} Name]

Figure 6

Following the pipes down from this row, we reach row 11, which holds
one of the costliest operations in this query, an index scan against the
entire CustomerAddress index, AK_CustomerAddress_rowguid
--Index Scan/(

OBJECT: ([AdventureWorks] . [Sales] . [CustomerAddress] . [AK CustomerA
ddress_rowguid] AS [cal))

This processes 19,000 + rows in order to provide output for the next
step out, a Hash Match join between Address and CustomerAddress.

SimiText Sirld | Hod.. | Parent | Prysicallp Logicallp Argument Definedaluss
SELECR c[LastName]  a[Ciy] culAscount.. © 1 1 0 NULL NULL 1 NULL
*Nesie Loopslinner Join, OUTER REFERENCES[le.. 1 2 1 Nested Loops Inner Join OUTER REFERENCES flcu] [TertonlD]) NULL
|-Mested Loopsfinner Jcin, OUTER REFERENCES... 1 3 2 Nesied Laops Inner Join OUTER REFERENCES ([} [ContactiD]) NULL
| I-Hested Loopslinner Join, OUTER REFERENC.. 1 4 3 Nested Loops Inrer Jain OUTER REFERENCES flcu] [CustomerD] OPTIMIZED  NULL
|| FCompute ScalalDEFINE flcul iecourtium... 1 6 1 Compute Sealar Compute Sedlar DEFINE f[cul iccountNumberl-{AdventucWorksl[5 .. el [ccountiu
I 11 FNested Loopslinner Join, OUTER REFE... 1 7 6 Nested Loops Inner Join OUTER REFERENCES I[ca] [CustomeDI]) NULL
| || [FHashMatchlinner Jo, RASHIalAd.. 1 g 7 Hash Match Trnet Join RS H ] ddessD]={e] FddiessiD ] WL ]
I 111 I-Hested Loopslinner Join, OUTER .. 1 9 8 Nested Loops Inner Jein OUTER REFERENCES ifal[AddressiD] NULL
111 11 Hndex SeekiDBJECT fiodventu.. 1 w9 Index Seek Index Seek. OBJELT.[AdvertuieWorks] (Persan] [address) [4_Ad... ~ [alAddressiD]
I 11 1 | Clustered Index Seek(OBJECT([.. 1 29 Clustered Index Seek  Clustered Indew Seek  DBJECT [Adventuretw/orks] [Person] [idchess] [PK_...  [a}[City]
1111 I-indes SoanlDBJECT ([ddventuei.. 1 %8 Indes Soan Indes Scan OBJELT. [Sakes) (C el {CustamelD
I 11 [FCompute ScalarDEFINEcul Becow. 1 w7 Compute Scalar Campute Seaar DEFINE flcul PecountNumber-null 8 +aventur, . el Pecountiun
[ F-Clustered Index Seek(DBJECT (1o, 1 19 18 Clusieredinder Seck Clustered Index Seek  OBJECT ([Acventureiworks] [Seles)[Customer [PK_C...  [eu] [CustomelD
| | HChustered Inder Seek(DBJECT (ddventure.. 1 % 4 Clustered Indes Sesk  Clustered Inden Seek  DBJECT. (Acventuretworks] [Sales] [Individuall [FK_In... _[i [CorkactD]
| I-Clustered Index Sesk(OBJECT: [dverturewar.. 1 a7 3 Ciustered Indes Sesk  Clustered Indew Seek  DBJECT:(Acventureworks ] PersonlIContact IPK_C..  [e}LasiName]
I-Chstered Inde Seck|OBJECT ([edvertucworksl.. 1 B 2 Clustered Index Seck  Clustered Indew Seek  DBJECT ((BchventureWorks] [Sales] [SalesTerton (.. (st Name]

Figure 7

Following the pipe characters down from the hash Match, we arrive at a
Computer Scalar operation (row 12). If we step back in for one step, we
see that the Computer Scalar is fed by a Clustered Index Seek operation
against the Pk_Customer_Customerld. Its output then goes to the



scalar operator, which is a function to format the column with leading
ZEros.

This scalar operation's output is combined with the hash match in

another Nested Loop.

StmiText

Strtld - Mod. Patent | Physical0p LagicalOp Argunnent Definedyaluss
SELECE. c.[LastName] _a[City] cufbecountN... | 1 1 a NULL NULL 1 NULL
|-Nestel Loops{inner Join, OUTER REFERENCES ([c. 1 2 1 Nested Loops. Inner Join DOUTER REFERENCES:([cu} [Territor D]) NULL
|-Mested Loops(lnner Join, JUTER REFERENCES: 1 3 2 Nested Loops Inner Join OUTER REFERENCES:{[il [ContactiD]) MULL
| I-Nested Loops(inner Join, OUTER REFERENC. 1 4 3 Nested Loops. Inner Join DUTER REFERENCES:([cu] [Customer|D]) OPTIMIZED  NULL
I 1 -Compute ScalafDEFINE:([cul.[accounttum. 1 ] 4 Compute Scalar Compute Scalar DEFINE [[cu] [AccountN umber]=[Adventureb/ orks] 5. [cul [E.ccountNur
[ H--Nesled Loops{inner Join, OUTER REFE 1 7 ] Nested Loops. Inner Join OUTER REFEREMNCES :[[ca] [Customer|D]) MULL
[} I-Hash Match(lnner Join, HASH:([a].[Ad 1 g 7 Hash Match Inner Join HASH:([a}ibddress| D] =([eal [AddressI D]l NULL
[} | I-Nested Loops(inner Join, OUTER 1 El 8 Nested Loops. Inner Join DUTER REFERENCES:([a] [ddressID]) NULL
I 11 1| Hndex SeckiDBJECT {lbdventur 1 0 El Index Seck Indes Sesk DBJECT: ([&cverhuretworks] [Persor] [Address] [M_bd...  [a][AddressiD]
111 1| FClustered Index Seek(OBJECT:(.. 1 1z ] Clustered Index Seek  Clustered Index Sesk  DBJECT:{[Adventursworks) [Person] [Address] PK_A . [aL[City]
[} | I-ndex Scan(0BJECT:([Adverturew.. 1 16 il Index Scan Index Scan OBJECT: [Sales][Cy [ea} [Customen D
[} I-Computs 5 calar DEFINE:([cul [Accou. 1 18 7 Compute Scalar Computs Sealar DEFINE [[cul [AccountN umberl=isnull A4+ [Adventur, [sul ccountNu
(N |-Clustersd Index Gesk{DBJECT ([4d.. 1 13 18 Clustered Inde Seek  Clustersd Index Sesk  OBJECT:([Adventurswiorks) [Sales] [Customer [PK_C. [eu] [CustomeilD
| | FClustered Indes Seek(DBJECT ([Adventure.. 1 % 1 Clustered Indew Seek  Clustered Index Seek  OBJECT:{[Adventursworke) [Sales] (Individual) [PK_in.. il [ContactD]
| -Clustered Index S eek(0BJECT: ([Adventurst/or, 1 2 3 Clustered Indes Seek  Clustered Index Sesk OBJECT:([Adventursworks] [Person)[ComtactL[PK_C...  [el[LastName]
I-Clustered Index S eck(DBJECT: ([Adventurei/ orks] 1 ] 2 Clustered Index Seek  Clustered Index Seek  OBJECT: ([&dventursorks] [Sales] [SalesTermitory] [P [st][Name]
Figure 8
Stepping up one more time, we have to compute a scalar for the
AccountNumber column, since it is a calculated column using the
function listed above.
StrntText Strtld - Mod. Patent | Physical0p LagicalOp Argunnent Definedyaluss
SELECE. c.[LastName] _a[City] cufbecountN... | 1 1 a NULL NULL 1 NULL
|-Nestel Loops{inner Join, OUTER REFERENCES ([c. 1 2 1 Nested Loops. Inner Join DOUTER REFERENCES:([cu} [Territor D]) NULL
|-Mested Loops(lnner Join, JUTER REFERENCES: 1 3 2 Nested Loops Inner Join OUTER REFERENCES:{[il [ContactiD]) MULL
| I-Nested Loops(inner Join, OUTER REFERENC. 1 4 3 Nested Loops. Inner Join DUTER REFERENCES:([cu] [Customer|D]) OPTIMIZED  NULL
| | [-Compute ScalafDEFINE [[ou] 1 B 4 Compute Scalar Compute Scalar DEFINE {[cu] I [cu] ot
| | | |Nested Loopsfinner Join, OUTER REFE 1 7 ] Nested Loops. Inner Join OUTER REFERENCES ([ca] [Customer|D]) NULL
[} I-Hash Match(lnner Join, HASH:([a].[Ad 1 g 7 Hash Match Inner Join HASH:([a}ibddress| D] =([eal [AddressI D]l NULL
[} | I-Nested Loops(inner Join, OUTER 1 El 8 Nested Loops. Inner Join DUTER REFERENCES:([a] [ddressID]) NULL
I 11 1| Hndex SeckiDBJECT {lbdventur 1 0 El Index Seck Indes Sesk DBJECT: ([&cverhuretworks] [Persor] [Address] [M_bd...  [a][AddressiD]
111 1| FClustered Index Seek(OBJECT:(.. 1 1z ] Clustered Index Seek  Clustered Index Sesk  DBJECT:{[Adventursworks) [Person] [Address] PK_A . [aL[City]
[} | I-ndex Scan(0BJECT:([Adverturew.. 1 16 il Index Scan Index Scan OBJECT: [Sales][Cy [ea} [Customen D
[} I-Computs 5 calar DEFINE:([cul [Accou. 1 18 7 Compute Scalar Computs Sealar DEFINE [[cul [AccountN umberl=isnull A4+ [Adventur, [sul ccountNu
(N |-Clustersd Index Gesk{DBJECT ([4d.. 1 13 18 Clustered Inde Seek  Clustersd Index Sesk  OBJECT:([Adventurswiorks) [Sales] [Customer [PK_C. [eu] [CustomeilD
|| [Clustered Inde K[DBJECT: [Adventurs 1 % 4 Clustered Index Seek  Clustered Index Sesk  OBJECT: [5ales] [Individual [PK_In. fiL[ContactD] |
| -Clustered Index S eek(0BJECT: ([Adventurst/or, 1 2 3 Clustered Indes Seek  Clustered Index Sesk OBJECT:([Adventursworks] [Person)[ComtactL[PK_C...  [el[LastName]
I-Clustered Index S eck(DBJECT: ([Adventurei/ orks] 1 ] 2 Clustered Index Seek  Clustered Index Seek  OBJECT: ([&dventursorks] [Sales] [SalesTermitory] [P [st][Name]
Figure 9
Following down on the same level, using the pipe (]) connectors, the
next operator is the clustered index seek against the

PK Individual Customerld.

Stepping out and up again, the output from these operators is combined
using a Nested Loop, and following the pipes down, through an
increasing number of rows in the text plan's result set from Row 4 to
Row 15, we get a clustered index seek against the Person.Contact table.
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SimiText Sirld | Hod.. | Parent | Prysicallp Logicallp Argument Definedaluss
SELECK cllastName]  afCiy]  culbccount.. | 1 1 0 NULL NULL 1 NULL
*Nesie Loopslinner Join, OUTER REFERENCES[le.. 1 2 1 Nested Loops Inner Join OUTER REFERENCES flcu] [TertonlD]) NULL
I-Nested Loopsinner Join, OUTER REFERENCES... 1 3 2 Nesied Loops Inner Join OUTER REFERENCES ([} [ContactiD]) NULL
| [I-Hested Loopsfinner Join, OUTER REFERENC... 1 ) 3 Wested Loos Tnrer Jain OUTER FEFERENCES {[cu} [CustomerD]) OPTIMIZED _WULL
|| FCompute ScalailDEFINE fleul fbecourtium... 1 6 1 Compute Scalar Campute Sealar DEFINE ([cul iecountumberl-[Adventueworksl 5. el [ccountiu
I 11 FNested Loopslinner Join, OUTER REFE... 1 7 6 Nested Loops Inner Join OUTER REFERENCES I[ca] [CustomelDI]) NULL
I 11 |-HashMatch{inner Join, HASH-a}3d.. 1 8 7 Hash Match Inner Join HASH {{a] [ddressID)={iea] [AddressiD]) NULL
I 11| |-Hested Loopslinner Join, OUTER .. 1 El 8 Nested Loops Inrer Jain OUTER REFERENCES ffal A ddressiD] NULL
111 1| Hndex SeskiDBJECT fibdveniu... 1 w9 Inde Seck Index Seek. OBJELT.[AdventuisWorks] (Persan] [bddress) [14_Ad... ~ [alAddressiD]
I 11 1| Clustered Index SeekOBJECT([.. 1 29 Clustered Index Seck  Clustered Indew Seek  DBJECT. [Adventureiw/orks] [Person] fbddhess) [PK_...  [a}Ciy]
11| l-index Scan(DBJECT:{(dcventuei.. 1 % 8 Index Scan Index Scan OBJECT:([dventureworks) [Sales] [Customerdddress...  [ea] [CustomeilD
I 11 -Compute SealarDEFINE:(oul fbecou.. 1 w7 Compute Sealar Compute Sealar DEFINE f[cul iecountumberl-isnull 4w s fvertur..  [eul [ccountiun
[ F-Clustered Indes Seek(DBJECT (4. 1 19 18 Clusteredindes Seck  Clustered Indaw Seck  OBJECT (Aeventurettorks] Seles] [Customer [PK_C...  leul [CustomerD
|| WChustered Index Seek(DBJECT ([ddventure... 1 % 4 Clustered Index Sesk  Clustered Indew Seek  DBJECT. ([Acventuretw/orks] [Sales] [Individusl] [PK_In... [j [CortactiD]
| [[-Clustered Indes Seek{OBIELT [Rdveriewor.. 1 73 Chustered Index Seck _Clustered Inden Seek_DBJECT [Adventueworks| [Persarn] [Contacl [FK_C.. _[elLasiame] |
I-Chistered Index 5 eek|OBJECT [Advenueworksl.. 1 ENRE Ciustered Indes Sesk  Clustered Indes Seek  DBJECT:((Bcventursworks| [Sales] [SalesTemton ) (.. (st Name]

Figure 10

Stepping out again, and back up to Row 3, we see that the output of the
Nested Loop join in row 4 and the Clustered Index seck in row 15 are
combined once again in a Nested Loop join.

SimiText Sirld | Hod.. | Parent | Prysicallp Logicallp Argument Definedaluss
SELECK cllastName]  afCiy]  culbccount.. | 1 1 0 NULL NULL 1 NULL
INesiel Loopslinner Join, OUTER REFERENCES [le.. 1 2 1 Nested Loops Inner Join OUTER REFERENCES flcu] [TertopID]) NULL
[F-Niested Loopslinner Join, DUTER REFERENCES.. 1 3 2 Nesied Loops Tnnet Join OUTER REFERENCES [ [ContactiD) NOLL
| I-Hested Loopslinner Join, OUTER REFERENC.. 1 4 3 Nested Loops Inrer Jain OUTER REFERENCES flcu] [CustomerD]) OPTIMIZED  NULL
|| FCompute ScalailDEFINE: (leul iecourtum... 1 6 1 Compute Sealar Campute Sealar DEFINE f[cul iecountumberl-[odventueworksl 5. el [scountiu
I 11 FNested Loopslinner Join, OUTER REFE... 1 7 6 Nested Loops Inner Join OUTER REFERENCES I[ca] [CustomelDI]) NULL
I 11 |-HashMatch{inner Join, HASH-a}3d.. 1 8 7 Hash Match Inner Join HASH {{a] [ddressID)={iea] [AddressiD]) NULL
I 11| |-Hested Loopslinner Join, OUTER .. 1 El 8 Nested Loops Inrer Jain OUTER REFERENCES ffal A ddressiD] NULL
111 1| Hndex SeskiDBJECT fibdveniu... 1 w9 Inde Seck Index Seek. OBJELT.[AdventuisWorks] (Persan] [bddress) [14_Ad... ~ [alAddressiD]
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Figure 11

Following the pipes down to Row 16, we get a final clustered index seek
on the Sales.SalesTerritory table. Stepping out for the last time, the
last operator performs the final Nested Loop join in this query, with the
final output list showing the columns necessary for generating the actual
result set.

As you see for yourself, reading text-based execution plans is not easy,
and we have only taken a brief look at a couple of very simple queries.
Longer queries generate much more complicated plans, sometimes
running to dozens of pages long. While it's sometimes handy to know
how to read text-based execution plans, I would suggest you focus on
graphical execution plans, unless you have some special need where only
text-based execution plans will meet your needs.

XML Execution Plans

I think it's safe to say that most DBAs would prefer to view execution
plans in graphical format. However, the big drawback in SQL Server
2000 and ecarlier, was that there was no "file format" for graphical
execution plans, so they could not easily be exchanged between people.
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This limitation was removed in SQL Server 2005, with the introduction
of the XML Plan. To most people, an XML Plan is simply a common
file format in which to store a graphical execution plan, so that it can be
shared with other DBAs and developers.

1 would imagine that very few people would actually prefer to read
execution plans in XML format. Having said that, here are two reasons
why you might want to do so.

Firstly, there is undocumented data stored in an XML Plan that is not
available when it is displayed as a graphical execution plan. For example,
XML Plans include such additional data as cached plan size, memory
fractions (how memory grant is to be distributed across operators in a
query plan), parameter list with values used during optimization, and
missing indexes information. In most cases, the typical DBA won't be
interested in this information, or there are easier ways to gather this
same information, such as using Database Engine Tuning Wizard to
identify missing indexes.

Secondly, XML plans display a lot of details, and its inherent search
capabilities make it relatively easy for an experienced DBA to track
down specific, potentially problematic aspects of the query, by doing a
search on specific terms, such as "index scan".

XML Plans can also be used in Plan Forcing, covered in Chapter 7,
whereby you essentially dictate to the query optimizer that it should use
only the plan you specify to execute the query.

In the following section, we take a brief look at the structure of XML
Plans.

An Estimated XML Plan

So, let's take a look at an example. In order not to over-complicate
things, let's look at the same execution plan as we evaluated with the text
plan.

We issue the SHOWPLAN_XML command in order to start capturing
the estimated execution plan in XML format (remember that any
statements that follow the command will not be executed). We then
execute the required statement and then immediately deactivate
SHOWPLAN_XML so that any subsequent statements we issue will
actually be executed.
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WHERE st. [Name]

GO

SET SHOWPLAN XML OFF ;

SET SHOWPLAN XML ON ;

’

GO

SELECT c. [LastName],

a.[City],

cu. [AccountNumber],

st.[Name] AS TerritoryName
[Person] . [Contact] c

JOIN [Sales].[Individual]

ON c. [ContactID] i.[ContactID]
[Sales] . [CustomerAddress] ca

ON i.[CustomerID] = ca.[CustomerID]
JOIN Person.Address a

ON [ca].[AddressID]
JOIN [Sales].Customer cu
ON cu. [CustomerID] = i.[CustomerID]

[Sales] . [SalesTerritory] st
ON [cul].[TerritoryID] =
'Northeast'
AND a.[StateProvincelID]

FROM

i

JOIN

[a] . [AddressID]

JOIN

[st].[TerritoryID]

55 ;

’

Click on the link to the XML document, and the plan will open up in a
new tab:

Microsoft SQL ..L ShowplanZ.xmi | Mirosoft SQL .. sh

<Batehr

Figure 12

ot | SQLSRYL Ao QueryL sl
k#howP LaniL xmino-"http://sch
<Batchiequence>

<StmeSinple StatementText="SELECT

<Rel0p NordeId="0" PhysicalOp="Hested Loops” LogicalOp="Inner Join'

Object Explorer Detais

com/sglserver/2004/07/shovplan” Version="1.0" Build="5.00.1355.08">

<Statements>

©. [Lastiame] cfxD; gxh; 2. [City] eifxD; efxh;

,cu. [decountNunber] shxD; Shxk; .5t
<StatementSetOptions QUOTED_IDENTIFIER=rfalse® ARITHABORT=Frrue® CONCAT_NULL_YIELDS_NULL="false" INST WULLS="falss" ANSI_PADDIN
“QueryPlan CacherPlansize=rs2ms

<MissingIndexes>
<MissingTndexGroup Tmpact="30.5502">
<HissingIndex Datekase="[AdventureWorks]” Sohema="[Sales]” Table="[CustomerAddress] ">
<ColumGroup Usage="EQUALITY">
<Colum Nene="[AddressID] " ColumnId="2" />
</ColunmGroup>
<ColumGroup Ussge="INCLUDE:
<Colusm Nane="[CustowerID] * Calumnld=r1n />
</Co lunndroup>
</MissingTndex>
</MissingIndexGroups

</MissingIndexess

<outputrlist>

<ColunmReference Datsbase="[hdventurelVorks]" Schewa='[Person] " Teble=r[Contact]” Aliss="[c]" Colwm="LastName® />
<cal

1" Sehena=v[Person] " Table=r[Lddress]” Llias="[a]" Colunn=rCity" />
<ColumnReference Table="[cu] " Coluwmn="kecountNumber” ComputedColumn="1" />
<Cal r

</outpurlist>
<NestedLoops Optimized="0">
<OuterReferences>
<cal
</OuterReterences>

1" Schena="[Sales] " Table=r[SalesTerritory]” Alias=r[sc]” Column="Namer />

[hdventurelorks] " Schens="[Sales] " Table="[Customer]” Alias="[cu]” Column="TerritaryId” />

<Rel0p NorleTd="1" PhysicalOp="ested Loops® LogieslOp=nInwer Join® EstimateRovs=r15.2492% EstimatelO="0" EstimateCPU=r6.

<OutputLists

<o i 1" Schen:
<ca

[ 1" Schem:
<<a

[Person] " Table="[Contact]” Lastlame” />
[Person] * Table="[iddress]”
1" Sehens=r[Sales] " Table="[Customer] "

Cityr />
Alias="[cu]” Column="TerriteryId” />

<ColunmReference Table="(ou] " Colwnn="Accountiumer” ComputedColmm="1"

</outpurList>

Alias="[c]" Colum
Alias

na]" Colum

<NestedLoops Optimized="0">
<outerReferences>

<Ca

</OuterReferencess>

[ 1" Schema=r[Sales] " Table="[Individual] " Alias="[i]" Colun=rContactID"
<RelOp NodeId=M2" PhysicalOp="Nested Loops" L

10p="Inner Jain® E 15.2452" EstimateI0="0" EstimateCPlU=
<Ouputlist>
<ol [Adventureliorks] " Schena="[Sales] " Table="[Individual]” &1ias="[i]" Colwmn="ContastID"
<Col [4dventureliorks] " Schens="[Person] " Table="[iddress]" ilis:
<ol

[2]" Colwm="City" />
[hdventureliorks] " Schews="[Sales] " Tahle="[Customer]"” Alias="[cu] " Colmm="TerritoryId
<ColummReference Table="[eu] " Colwm="iecountiuwder" CompuredColuan=rif />
</OurpurLise>
<NestedLoops Optimized=rims

<OuterReferences>

EotinatdRare-n1, 249597 FotinateTO-"0" EotinaecPU-"s. 37415

3] [%
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The results are far too large to output here, but Figure 12 shows the
opening portion of the resulting XML file. XML data is more difficult
to take in all at once than the graphical execution plans but, with the
ability to expand and collapse elements, using the "+" and "-" nodules
down the left hand side, the hierarchy of the data being processed
quickly becomes clearer.

A review of some of the common elements and attributes and the full
schema is available here:

http://schemas.microsoft.com/sqlserver/2004/07/showplan

The information at this link is designed for those familiar with XML
and who want to learn more about the schema in order to use the data
programmatically.”

After the familiar BatchSequence, Batch, Statements and Stmt
Simple elements (described in Chapter 1), the first point of real interest
in the physical attributes of the QueryPlan:

<QueryPlan CachedPlanSize="52" CompileTime="29293"
CompileCPU="6277" CompileMemory="520">

This describes the size of the plan in the cache, along with the amount
of time, CPU cycles and memory used by the plan.

Next in the execution plan, we see an element labeled MissingIndexes.
This contains information about tables and columns that did not have
an index available to the execution plan created by the optimizer. While
the information about missing indexes can sometimes be useful, it is
generally easier to identify missing index using a tool, such as the
Database Engine Tuning Wizards, which not only uses this information,
but uses additional information to identify potentially missing indexes.

9 As described in Chapter 1, we can also generate XML plans from the
Profiler events Showplan XML, Showplan XML for Query Compile,
and Showplan XML Statistics Profile. You will also get XML plans from
the dynamic management view sys.dm_exec_query_plan.
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<MissingIndexes>
<MissingIndexGroup Impact="30.8535">
<MissingIndex Database="[AdventureWorks]"
Schema="[Sales]" Table="[CustomerAddress]">
<ColumnGroup Usage="EQUALITY">
<Column Name="[AddressID]" ColumnId="2" />
</ColumnGroup>
<ColumnGroup Usage="INCLUDE">
<Column Name="[CustomerID]" ColumnId="1" />
</ColumnGroup>
</MissingIndex>
</MissingIndexGroup>
</MissingIndexes>

The execution plan then lists, via the RelOP nodes, the various physical
operations that it anticipates performing, according to the data supplied
by the optimizer. The first node, with Nodeld=0, refers to the final
NestedLoop operation:

<RelOp NodeId="0" PhysicalOp="Nested Loops"
LogicalOp="Inner Join" EstimateRows="1.94953"
EstimateIO="0" EstimateCPU="6.37415e-005"
AvgRowSize="119" EstimatedTotalSubtreeCost="0.376226"
Parallel="0" EstimateRebinds="0" EstimateRewinds="0">

The information that is displayed here will be familiar to you from the
ToolTip window for the graphical plans. Notice that, unlike for the text
plans, which just displayed EstimateExecutions, the XML plan the
estimated number of rebinds and rewinds. This can often give you a
more accurate idea of what occurred within the query, such as how
many times the operator was executed.

For example, for Nodeld=26, the final clustered index seek, associated
with the Nested Loops join in Nodeld=0, we see:

<RelOp NodeId="26" PhysicalOp="Clustered Index Seek"
LogicalOp="Clustered Index Seek" EstimateRows="1"
EstimateIO="0.003125" EstimateCPU="0.0001581"
AvgRowSize="28" EstimatedTotalSubtreeCost="0.00553589"
Parallel="0" EstimateRebinds="12.7784"
EstimateRewinds="1.47074">

Whereas in the text plan for this query, we simply saw "Estimate
Executions=15.24916".
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Returning to Node 0, the next element listed is the OutputList clement
with a list of ColumnReference clements, each containing a set of
attributes to describe that column:

<OutputList>
<ColumnReference Database="[AdventureWorks]"
Schema=" [Person]" Table="[Contact]" Alias="[c]"

Column="LastName" />
<ColumnReference Database="[AdventureWorks]"

Schema=" [Person]" Table="[Address]" Alias="[a]"
Column="City" />
<ColumnReference Table="[cu]" Column="AccountNumber"

ComputedColumn="1" />
<ColumnReference Database="[AdventureWorks]"

Schema="[Sales]" Table="[SalesTerritory]" Alias="[st]"
Column="Name" />
</OutputList>

This makes XML not only easier to read, but much more readily
translated directly back to the original query. The output described
above is from the references to the schema "Person" and the tables
"Contact" (aliased as "c"), "Address" (aliased as "a") and
"SalesTerritory" (aliased as "st"), in order to output the requited
columns (LastName, City, AccountNumber and Name). The names of
the operator elements are the same as the operators you would see in
the graphical plans and the details within the attributes are usually those
represented in the ToolTip windows or in the Properties window.

Finally for Node 0, in the estimated plan, we see some more
information about the Nested Loops operation, such as the table
involved, along with the table's alias.

<NestedLoops Optimized="0">

<OuterReferences>
<ColumnReference Database="[AdventureWorks]"
Schema="[Sales]" Table="[Customer]" Alias="[cul]"

Column="TerritoryID" />
</OuterReferences>

An Actual XML Plan

We can use the same query, but this time execute it and collect the actual
XML plan, as follows. We won't go through the plan in detail again, just
highlight the main differences.

SET STATISTICS XML ON ;
GO
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SELECT c.[LastName],
a.[City],
cu. [AccountNumber],
st. [Name] AS TerritoryName

FROM [Person] . [Contact] c
JOIN [Sales].[Individual] i
ON c. [ContactID] = i.[ContactID]
JOIN [Sales].[CustomerAddress] ca
ON 1i.[CustomerID] ca. [CustomerID]
JOIN Person.Address a
ON [ca].[AddressID] = [a].[AddressID]
JOIN [Sales].Customer cu
ON cu. [CustomerID] i.[CustomerID]
JOIN [Sales].[SalesTerritory] st
ON [cul].[TerritoryID] = [st].[TerritoryID]
WHERE st.[Name] = 'Northeast'
AND a.[StateProvinceID] 55 ;
GO

SET STATISTICS XML OFF ;
GO

When we look at the Actual plan, we see that the QueryPlan has some
additional information such as the DegreeOfParallelism (more on
parallelism in Chapter 7) and the MemoryGrant, the amount of
memory needed for the execution of the query:

<QueryPlan DegreeOfParallelism="0" MemoryGrant="82"
CachedPlanSize="57" CompileTime="29293"
CompileCPU="6277" CompileMemory="520">

The other major difference between the Actual XML execution plan
and the estimated one is that the actual plan includes an element called
RunTimelInformation, showing the thread, actual rows and number of
executions prior to the same final nested loop information. While this
additional information can sometimes be interesting, it generally is not
relevant to most query performance analysis.

<RunTimeInformation>

<RunTimeCountersPerThread Thread="0" ActualRows="4"
ActualEndOfScans="1" ActualExecutions="1" />
</RunTimeInformation>
<NestedLoops Optimized="0">..
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Summary

As you can see, trying to read an XML plan not an easy task, and one
that most DBA's won't want to spend their time mastering, unless you
are the kind of DBA who likes to know every internal detail, or who
wants to learn how to access the data programmatically. If this is really
the case, you need to first master XML before you take on learning the
specifics of XML plans.

Instead, DBAs should focus on understanding the benefits of having an
execution plan in a portable format such as an XML plan, and how it
can be shared among other DBAs and applications. This is practical
knowledge that you can use almost every day in your DBA work.
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As we've seen, even simple queries can generate somewhat complicated
execution plans. So, what about complex T-SQL statements? These
generate ever-expanding execution plans that become more and more
time consuming to decipher. However, just as a large T-SQL statement
can be broken down into a series of simple steps, so large execution
plans are simply extensions of the same simple plans we have already
examined.

The previous chapter we dealt with single statement T-SQL queries. In
this chapter we'll extend that to consider stored procedutres, temp tables,
table variables, APPLY statements, and more.

Please bear in mind that the plans you see may vary slightly from what's
shown in the text, due to different service pack levels, hotfixes,
differences in the AdventureWorks database and so on.

Stored Procedures

The best place to get started is with stored procedures. We'll create a
new one for AdventureWorks:

CREATE PROCEDURE [Sales].[spTaxRateByStatel
@CountryRegionCode NVARCHAR(3)

AS
SET NOCOUNT ON ;

SELECT [st].[SalesTaxRatelID],
[st]. [Name],
[st].[TaxRate],
[st].[TaxTypel,
[sp] . [Name] AS StateName
FROM [Sales] . [SalesTaxRate] st
JOIN [Person].[StateProvince] sp
ON [st].[StateProvinceID] =

[sp].[StateProvincelD]
WHERE [sp]. [CountryRegionCode] = @CountryRegionCode
ORDER BY [StateName]

GO

Which we can then execute:
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EXEC [Sales].[spTaxRateByState] @CountryRegionCode = 'US'

The resulting actual execution plan is quite simple, as shown in Figure 1:

3 Pesults | £ Messages| §~ Execution plan
Query 1: Query cost (relative to the batch): 100%
SELECT [st].[SalesTaxRateID] , [st].[Name] ,[st].[TaxRate] , [st].[TaxType] ,[sp].[Name] AS StateName FROM [Sales].[SalesTaxRate]..

@ @ - )
(Inner Join) (Tnner Join) Comus o1 % [Adventurevorks] . [Person] . (S
Cost: 0 % Cost: O % N Cost: 19 %

Figure 1

Starting from the right, as usual, we see a Clustered Index Scan
operator, which gets the list of States based on the parameter,
@CountryRegionCode, visible in the ToolTip or the Properties
window. This data is then placed into an ordered state by the Sort
operator. Data from the SalesTaxRate table is gathered using an Index
Seek operator as part of the Nested Loop join with the sorted data
from the States table.

Next, we have a Key Lookup operator. This operator takes a list of
keys, like those supplied from Index Seek on the AK_CountryRegion
_Name index from the SalesTaxRate table, and gets the data from
where it is stored, on the clustered index. This output is joined to the
output from the previous Nested Loop within another Nested Loop
join for the final output to the user.

While this plan isn't complex, the interesting point is that we don't have
a stored procedure in sight. Instead, the T-SQL within the stored
procedure is treated in the same way as if we had written and run the
SELECT statement through the Query window.

Derived Tables

One of the ways that data is accessed through T-SQL is via a derived
table. If you are not familiar with derived tables, think of a derived
table as a virtual table that's created on the fly from within a SELECT
statement.

You create derived tables by writing a second SELECT statement
within a set of parentheses in the FROM clause of an outer SELECT
query. Once you apply an alias, this SELECT statement is treated as a
table. In my own code, one place whete I've come to use derived tables
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frequently is when dealing with data that changes over time, for which I
have to maintain history.

A Subselect without a Derived Table

Using AdventureWorks as an example, the Production.Production
ListPriceHistory table maintains a running list of changes to product
price. To start with, we want to see what the execution plan looks like
not using a derived table so, instead of a derived table, we'll use a
subselect within the ON clause of the join to limit the data to only the
latest versions of the ListPrice.

SELECT [p]. [Name],

[p]. [ProductNumber],

[ph] . [ListPrice]
FROM [Production] . [Product] p

INNER JOIN [Production].[ProductListPriceHistory] ph
ON [p].[ProductID] ph. [ProductID]

AND ph. [StartDate] = ( SELECT TOP ( 1 )
[ph2] . [StartDate]
FROM [Production] . [ProductListPriceHistory]
ph2
WHERE [ph2] . [ProductID] = [p].[ProductID]
ORDER BY [ph2].[StartDate] DESC
Query 1: Query cost (relative to the batch): 100%
SELECT [p].[Mame] , [p].[ProductNumber] , [ph].[ListPrice] FROM [Production].[Frodu
= cl 1] (5]
Hested Loops Herge Join Clustered Index Scan
(Inner Join) (Inner Join) [AdventureWorks] . [Froduction.
Cost: 2 % Cost: 9 % Cost: 16 %
ks
Clustered Index Scan
[hdventureforks] . [Production.
Cost: & %

1559
7 =l
Clustered Index Sesk
Filter Top Aventarelin i rouet
cost: O s cost: O % [AdventureWorks] . [Production

Cost: 67 %

Figure 2

What appears to be a somewhat complicated query turns out to have a
fairly straightforward execution plan. First, we get the two Clustered
Index Scans against Production.Product and Production.Product
ListPriceHistory. These two data streams are combined using the
Merge Join operator.
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The Merge Join requires that both data inputs be ordered on the join
key, in this case, Productld. The data resulting from a clustered index is
always ordered, so no additional operation is required here.

A Merge Join takes a row each from the two ordered inputs and
compares them. Because the inputs are sorted, the operation will only
scan each input one time (except in the case of a many-to-many join;
more on that further down). The operation will scan through the right
side of the operation until it reaches a row that is different from the row
on the left side. At that point it will progress the left side forward a row
and begin scanning the right side until it reaches a changed data point.
This operation continues until all the rows are processed. With the data
already sorted, as in this case, it makes for a very fast operation.

Although we don't have this situation in our example, Merge Joins that
are many-to-many create a worktable to complete the operation. The
creation of a worktable adds a great deal of cost to the operation
although it will generally still be less costly than the use of a Hash Join,
which is the other choice the query optimizer can make. We can see that
no worktable was necessary here because the ToolTips property labeled
Many-To-Many (see figure below) that is set to "False".
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Merge Join

Match rowes From bwio suitably sorted input tables
exploiting their sort order.

Physical Operation Merge Jain
Logical Operation Inner Jain
Estimated I/0 Cost 1]
Estimated CPU Cost 0.0075174
Estimated Operator Cost 0.0075204 (9%:)
Estimated Subtree Cost 0.0254437
Estimated Number of Rows 294,959
Estimated Row Size 108 B
Many to Many False
Mode ID 1

Where (join columns)
([adventuretorks].[Production].
[ProductListPriceHistary ], PraduckID) =
([Aadventuretorks].[Production].
[Product],ProductID

Output Lisk

[AdventureWorks]. [Production].
[Product].ProductID, [Adventureitiorks],
[Production].[Product]. Mame, [Adventureitiarks],
[Production].[Praduct]. PraduckMurmber,
[Adventureitorks], [Produckion].
[ProductListPriceHistory]. StartDate,
[Adventurettorks], [Produckion].
[ProductListPriceHiskory ], ListPrice

Figure 3

Next, we move down to the Clustered Index Seek operation in the lower
right. Interestingly enough, this process accounts for 67% of the cost of
the query because the seek operation returned all 395 rows from the
query, only limited to the TOP (1) after the rows were returned. A scan
in this case may have worked better because all the rows were returned.
The only way to know for sure would be to add a hint to the query to
force a table scan and see if performance is better or worse.

The Top operator simply limits the number of returned rows to the
value supplied within the query, in this case "1."

The Filter operator is then applied to limit the returned values to only
those where the dates match the main table. In other words, a join
occurred between the [Production].[Product] table and the
[Production].[ProductListPriceHistory] table, where the column
[StartDate] is equal in each. See the ToolTip in Figure 4:
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7 =

e

] Filter t
Restricting the set of rows based on a predicate,
Physical Operation Filter
Logical Operation Filter
Actual Number of Rows 293
Estimated 1/0 Cost 0
Estimated CPU Cost 0.0000005
Estimated Operator Cost 0.0001416 (0%)
Estimated Subtree Cost 0.0545963
Estimated Mumber of Rows 1
Estimated Row Size 9B
Actual Rebinds 0
Actual Rewinds 0
MNode ID 5
Predicate
[AdventureWorks].[Production].
[PreductListPriceHistory].[StartDate] as [ph].
[StartDate] =[AdventureWorks).[Production].
[PreductListPriceHistory].[StartDate] as [ph].
[StartDate]

Figure 4

The two data feeds are then joined through a Nested Loops operator, to
produce the final result.

A Derived Table using APPLY

Now that we have seen what kind of execution plan is created when
using a subselect, we can rewrite the query to use a derived table instead.
There are several different ways to do this, but we'll look at how the
SQL Server 2005 APPLY operator can be used to rewrite the above
subselect into a derived query, and then see how this affects the
execution plan.

SQL Server 2005 introduces a new type of derived table, created using
one of the two forms of the APPLY operator, CROSS APPLY or
OUTER APPLY. The APPLY operator allows you to use a table
valued function, or a derived table, to compare values between the
function and each row of the table to which the function is being

"applied".
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If you are not familiar with the APPLY operator, check out:

http://technet.microsoft.com/en-us/library/ms175156.aspx

Below is an example of the rewritten query. Remember, both queries
return identical data, they are just written differently.

SELECT [p].[Name],
[p] . [ProductNumber],
[ph] . [ListPrice]
FROM [Production] . [Product] p
CROSS APPLY ( SELECT TOP ( 1 )
[ph2] . [ProductID],
[ph2] . [ListPrice]

FROM
[Production] . [ProductListPriceHistory] ph2
WHERE [ph2] . [ProductID] =

[p] . [ProductID]
ORDER BY [ph2].[StartDate] DESC
) ph

The introduction of this new functionality changes the execution plan
substantially, as shown in Figure 5:

Query 1l: Query cost (relative to the batch): 100%

SELECT [p].[MName] , [p]. [ProductMumber] , [ph].[ListPrice] FRCM [Production].
= & E
SELECT MNested Lcu?ps Clustered Index 3can )
iInner Join) [AdventureWorks] . [Froduction.
Cost: 0O %
Cost: 2 % Cost: 12 %
= i
To Clustered Index Seek
v [AdventurelWorks] . [Production
Cost: 0O %

cost: 85 %

Figure 5

The TOP statement is now be applied row-by-row within the control
of the APPLY functionality, so the second index scan against the
ProductListPriceHistory table, and the merge join that joined the
tables together, are no longer needed. Furthermore, only the Index
Seek and Top operations are required to provide data back for the
Nested Loops operation.

So which method of writing this query is more efficient? One way to
find out is to run each query with the SET STATISTICS IO option set
to ON. With this option set, 1O statistics are displayed as part of the
Messages returned by the query.

When we run the first query, which uses the subselect, the results are:
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(293 row(s) affected)

Table 'ProductListPriceHistory'. Scan count 396, logical reads
795, physical reads 0, read-ahead reads 0, lob logical reads O,
lob physical reads 0, lob read-ahead reads 0.

Table 'Product'. Scan count 1, logical reads 15, physical reads
0, read-ahead reads 0, lob logical reads 0, lob physical reads
0, lob read-ahead reads 0.

If we run the query using a derived table, the results are:

(293 row(s) affected)

Table 'ProductListPriceHistory'. Scan count 504, logical reads
1008, physical reads 0, read-ahead reads 0, lob logical reads O,
lob physical reads 0, lob read-ahead reads 0.

Table 'Product'. Scan count 1, logical reads 15, physical reads
0, read-ahead reads 0, lob logical reads 0, lob physical reads
0, lob read-ahead reads 0.

Although both queries returned identical result sets, the query with the
subselect query uses fewer logical reads (795) verses the query written
using the derived table (1008 logical reads).

This gets more interesting if we add the following WHERE clause to
each of the previous queries:

WHERE [p].[ProductID] '839"'

When we re-run the original query with the added WHERE clause, we
get the plan shown in Figure 6:

Query 1: Query cost (relative to the batch): 100%
SELECT [p].[Name] , [p].[ProductNumber] ,[ph].[ListPrice] FROM [Producticon].[Product] p INNER JOIN
5] 5 =)
Nested Loops Nested Loops Clustered Index Seek
(Inner Join) {Inner Join [Adventurelorks] . [Froduction
Cost: 0 % Cost: O % Cost: 33 %
=
o Clustered Index Seek
v [AdventureWorks] . [Production
Cost: O %
Cost: 33 %
n'ﬁl
Clustered Index Seek
[ AdventureWorks] . [Froduction
Cost: 33 %

Figure 6

The Filter operator is gone but, more interestingly, the costs have
changed. Instead of index scans and the inefficient (in this case) index
secks mixed together, we have three, clean Clustered Index Seeks with
an equal cost distribution.

If we add the WHERE clause to the derived table query, we see the
plan shown in Figure 7:
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guery 1: Query cost {(relative to the batch): 100%

SELECT [p].[Name] , [pl.[ProductMumber] ,[ph].[ListPrice] FRCM [Producticon]
- @ &
o Nested Loops Clustered Index Seek
({Inner Join) [ AdventureWorks] . [Production.
Cost: 0 % Cost: 50 %
= %
To Clustered Index 3Seek
® . [AdwventurelWorks] . [Production.
Cost: 0 %

Cost: 50 %

Figure 7

The plan is almost identical to the one seen in Figure 5, with the only
change being that the Clustered Index Scan has changed to a
Clustered Index Seek, because the inclusion of the WHERE clause
allows the optimizer to take advantage of the clustered index to identify
the rows needed, rather than having to scan through them all in order to
find the correct rows to return.

Now, let's compare the IO statistics for each of the queries, which
return the same physical row.

When we run the query with the subselect, we get:

(1 row(s) affected)

Table 'ProductListPriceHistory'. Scan count 1, logical reads 4,
physical reads 0, read-ahead reads 0, lob logical reads 0, lob
physical reads 0, lob read-ahead reads O.

Table 'Product'. Scan count 0, logical reads 2, physical reads
0, read-ahead reads 0, lob logical reads 0, lob physical reads
0, lob read-ahead reads 0.

When we run the query with the derived query, we get:

(1 row(s) affected)

Table 'ProductListPriceHistory'. Scan count 1, logical reads 2,
physical reads 0, read-ahead reads 0, lob logical reads 0, lob
physical reads 0, lob read-ahead reads 0.

Table 'Product'. Scan count 0, logical reads 2, physical reads
0, read-ahead reads 0, lob logical reads 0, lob physical reads
0, lob read-ahead reads 0.

Now, with the addition of a WHERE clause, the derived query is more
efficient, with only 2 logical reads, versus the subselect query with 4
logical reads.

The lesson to learn here is that in one set of circumstances a particular
T-SQL method may be exactly what you need, and yet in another
circumstance that same syntax impacts performance. The Merge join
made for a very efficient query when we were dealing with inherent
scans of the data, but was not used, nor applicable, when the
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introduction of the WHERE clause reduced the data set. With the
WHERE clause in place the subselect became, relatively, more costly to
maintain when compared to the speed provided by the APPLY
functionality. Understanding the execution plan makes a real difference
in deciding which of these to apply.

Common Table Expressions

SQL Server 2005 introduced a T-SQL command, whose behavior
appears similar to derived tables, called a common table expression
(CTE). A CTE is a "temporary result set" that exists only within the
scope of a single SQL statement. It allows access to functionality within
that single SQL statement that was previously only available through use
of functions, temp tables, cursors, and so on. Unlike derived tables, a
CTE can be self referential and can be referenced repeatedly within a
single query. 70

One of the classic use cases for a CTE is to create a recursive query.
AdventureWorks takes advantage of this functionality in a classic
recursive exercise, listing employees and their managers. The procedure
in question, uspGetEmployeeManagers, is as follows:

ALTER PROCEDURE [dbo]. [uspGetEmployeeManagers]
@EmployeeID [int]

AS

BEGIN
SET NOCOUNT ON;

-- Use recursive query to list out all Employees
required for a particular Manager

WITH [EMP cte] ([EmployeeID], [ManagerID], [FirstName],
[LastName], [Title], [RecursionLevell])
-- CTE name and columns

AS (

SELECT e.[EmployeeID], e.[ManagerID], c.[FirstName],
c.[LastName], e.[Title], O
-- Get the initial Employee
FROM [HumanResources].[Employee] e
INNER JOIN [Person].[Contact] c

10 For more details on the CTE check out this article in Simple-Talk:
http://www.simple-talk.com/sql/sql-server-2005/sql-server-2005-
common-table-expressions /.
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ON e.[ContactID] = c.[ContactID]
WHERE e. [EmployeeID] = (@EmployeeID
UNION ALL
SELECT e. [EmployeeID], e.[ManagerID], c.[FirstName],
c.[LastName], e.[Title], [RecursionLevel] + 1

-- Join recursive member to anchor
FROM [HumanResources].[Employee] e
INNER JOIN [EMP cte]

ON e. [EmployeeID] = [EMP cte].[ManagerID]
INNER JOIN [Person].[Contact] c
ON e. [ContactID] = c.[ContactID]

)

-- Join back to Employee to return the manager name
SELECT [EMP cte].[RecursionLevel],

[EMP cte].[EmployeeID], [EMP cte].[FirstName],

[EMP cte].[LastName],

[EMP cte].[ManagerID], c.[FirstName] AS
'ManagerFirstName', c.[LastName] AS 'ManagerLastName'
—-- Outer select from the CTE

FROM [EMP cte]
INNER JOIN [HumanResources].[Employee] e

ON [EMP cte].[ManagerID] = e.[EmployeelD]

INNER JOIN [Person].[Contact] c

ON e. [ContactID] = c.[ContactID]
ORDER BY [RecursionLevel], [ManagerID], [EmployeeID]
OPTION (MAXRECURSION 25)

END;

Let's execute this procedure, captuting the actual XML plan:

SET STATISTICS XML ON;

GO

EXEC [dbo]. [uspGetEmployeeManagers] @EmployeelD = 9;
GO

SET STATISTICS XML OFF;

GO

We get a fairly complex execution plan so let's break it down into
sections in order to evaluate it. We will examine the XML plan alongside
the graphical plan.

The top-right hand section of the graphical plan is displayed in Figure 8:
% 3 E) e “

Nested Loops
Concatenation Compute Scalar
% g {Inner Join [Adventureliorks] . [HumanResou
Cost: 21 % Cost: O %

Cost: 0O % Cost: 10 %

oty
Clustered Index Seek

[ddventureWorks] . [Person] . [C
Cost: 10 %

Figure 8
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A Nested Loops join takes the data from Clustered Index Seeks
against HumanResources.Employee and Person.Contact. The
Scalar operator puts in the constant "0" from the original query for the
derived column, RecursionLevel, since this is the core query for the
common table expression. The second scalar, which is only carried to a
later operator, is an identifier used as part of the Concatenation
operation.

This data is fed into a Concatenation operator. This operator scans
multiple inputs and produces one output. It is most-commonly used to
implement the UNION ALL operation from T-SQL.

The bottom right hand section of the plan is displayed in Figure 9:
te] [

Nested Loops Table Spool

(Inner Join) (Lazy Spool)
Cost: O % Cost: 0%

c]

Nested Loops
(Inner Join)
Cost: 0 %

hssert
Cost: O %

=

Compute Scalar
Cost: O %

3 55y
Compute Scalar
Cost: O %

Clustered Index Seek
[hdventurelorks] . [HumanResou
Cost: 11 %

559
Clustered Index Seek

[dventurelorks] . [Person] . [C.
Cost: 11 %

Figure 9

This is where things get interesting. The recursion methods are
implemented via the Table Spool operator. This operator provides the
mechanism for looping through the records multiple times. As noted in
chapter 2, this operator takes each of the rows and stores them in a
hidden temporary object stored in the tempdb database. Later in the
execution plan, if the operator is rewound (say due to the use of a
Nested Loops operator in the execution plan) and no rebinding is
required, the spooled data can be reused instead of having to rescan the
data again. As the operator loops through the records they are joined to
the data from the tables as defined in the second part of the UNION
ALL definition within the CTE.

If you look up Nodeld 19 in the XML plan, you can see the
RunTimelInformation element.

<RunTimeInformation>

<RunTimeCountersPerThread Thread="0" ActualRows="4"

ActualRebinds="1"

ActualEndOfScans="1"

</RunTimeInformation>

ActualRewinds="0"
ActualExecutions="1"

/>
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This shows us that one rebind of the data was needed. The rebind, a
change in an internal parameter, would be the second manager. From
the results, we know that three rows were returned; the initial row and
two others supplied by the recursion through the management chain of
the data within Adventureworks.

The final section of the graphical plan is shown in Figure 10:
= il icl ] b %

Hested Loops Nested Loops Index Spool
(Inner Join) (Inner Join) e (Lazy Spool)
Cost: O % Cost: O % Cost: 1%

SELECT
Cost: O %

Fort Concatenation

Figure 10

After the Concatenation operator we get an Index Spool operator.
This operation aggregates the rows into a work table, within tempdb.
The data gets sorted and then we just have the rest of the query, joining
index seeks to the data put together by the recursive operation.

Views

A view is essentially just a "stored query" — a way of representing data
as if it were a table, without actually creating a new table. The various
uses of views are well documented (preventing certain columns being
selected, reducing complexity for end users, and so on). Here, we will
just focus on what happens within the execution plan when we're
working with a view.

Standard Views

The view, Sales.vIndividualCustomer, provides a summary of
customer data, displaying information such as their name, email address,
physical address and demographic information. A very simple query to
get a specific customer would look something like this:

SIENMEN G
FROM [Sales] . [vIndividualCustomer]
WHERE [CustomerID] = 26131 ;

The resulting graphical execution plan is shown in Figure 11:
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smuect

Figure 11

What happened to the view, vIndividualCustomer, which we
referenced in this query? Remember that while SQL Server treats views
similarly to tables, a view is just a named construct that sits on top of
the component tables that make them up. The optimizer, during
binding, resolves all those component parts in order to arrive at an
execution plan to access the data. In effect, the query optimizer ignores
the view object, and instead deals directly with the eight tables and the
seven joins that are defined within this view.

This is important to keep in mind since views are frequently used to
mask the complexity of a query. In short, while the view makes coding
easier, it doesn't in any way change the necessities of the query
optimizer to perform the actions defined within the view.

Indexed Views

An Indexed View, also called a materialized view, is essentially a "view
plus a clustered index". A clustered index stores the column data as well
as the index data, so creating a clustered index on a view results,
essentially, in a new table in the database. Indexed views can often speed
the performance of many queries, as the data is directly stored in the
indexed view, negating the need to join and lookup the data from
multiple tables each time the query is run.

Creating an indexed view is, to say the least, a costly operation.
Fortunately, this is a one-time operation that can be scheduled to occur
when your server is less busy.

Maintaining an index view is a different story. If the tables in the
indexed view are relatively static, there is not much overhead associated
with maintaining indexed views. On the other hand, if an indexed view
is based on tables that are modified often, there can be a lot of
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overhead associated with maintaining the indexed view. For example, if
one of the underlying tables is subject to a hundred INSERT
statements a minute, then each INSERT will have to be updated in the
indexed view. As a DBA, you have to decide if the overhead associated
with maintaining an indexed view is worth the gains provided by
creating the indexed view in the first place.

Queries that contain aggregates are a good candidate for indexed views
because the creation of the aggregates can occur once, when the index
is created, and the aggregated results can be returned with a simple
SELECT query, rather than having the added overhead of running the
aggregates through a GROUP BY each time the query runs.

For example, one of the indexed views supplied with AdventureWorks
is vStateProvinceCountryRegion. This combines the StateProvince
table and the CountryRegion table into a single entity for querying:

SELECT *
FROM [Person] . [vStateProvinceCountryRegion]

The execution plan is shown in Figure 12:

%

Clustered Index 3can

[AdwventureWorks] . [Ferson] . [w.
Cost: 100 %

Figure 12

From our previous experience with execution plans containing views,
you might have expected to see two tables and the join in the execution
plan. Instead, we see a single Clustered Index Scan operation: rather
than execute each step of the view, the optimizer went straight to the
clustered index that makes this an indexed view.

Since these indexes are available to the optimizer, they can also be used
by queries that don't refer to the indexed view at all. For example, the
following query will result in the exact same execution plan as shown in
Figure 12:

SELECT sp.[Name] AS [StateProvinceName],
cr.[Name] AS [CountryRegionName]
FROM [Person] . [StateProvince] sp
INNER JOIN [Person].[CountryRegion] cr ON
sp. [CountryRegionCode] =
cr. [CountryRegionCode] ;
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This is because the optimizer recognizes the index as the best way to
access the data.

However, this behavior is neither automatic nor guaranteed as execution
plans become more complicated. For example, take the following query:

SELECT a.[City],
v. [StateProvinceName],
v. [CountryRegionName]

FROM [Person] . [Address] a
JOIN [Person].[vStateProvinceCountryRegion] v
ON [a].[StateProvinceID] = [v].[StateProvincelID]
WHERE [a] . [AddressID] 22701 ;

If you expected to see a join between the indexed view and the
Person.Address table, you will be disappointed:

= el t] 2y

SELECT Nested Loops Nested Loops Clustered Index Seek
cost: 0 % (Inner Join) {Inner Join) [AdventureWorks] . [Person]. [A.
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Clustered Index Seek
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Figure 13

Instead of using the clustered index that defines the materialized view,
as we saw in figure 12, the optimizer performs the same type of index
expansion as it did when presented with a regular view. The query that
defines the view is fully resolved, substituting the tables that make it up
instead of using the clustered index provided with the view.!!

11 There is a way around this, which will be explained when we

encounter the NOEXPAND hint, in the Table Hints section of Chapter
5.
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Indexes

A big part of any tuning effort revolves around choosing the right
indexes to include in a database. In most peoples' minds, the importance
of using indexes is already well established. A frequently asked question
howevet, is "how come some of my indexes are used and others are
not?"

The availability of an index directly affects the choices made by the
query optimizer. The right index leads the optimizer to the selection of
the right plan. However, a lack of indexes or, even worse, a poor choice
of indexes, can directly lead to poor execution plans and inadequate
query performance.

Included Indexes: Avoiding Bookmark Lookups

One of the more pernicious problems when attempting to tune a query
is the Bookmark Lookup. Type "avoid bookmark lookup" into Google
and you'll get quite a few hits. As we discovered in Chapter 2, SQL
Server 2005 no longer refers directly to bookmark lookup operators,
although it does use the same term for the operation within its
documentation.

To recap, a Bookmark Lookup occurs when a non-clustered index is
used to identify the row, or rows, of interest, but the index is not
covering (does not contain all the columns requested by the query). In
this situation, the Optimizer is forced to send the Query Engine to a
clustered index, if one exists (a Key Lookup), otherwise, to the heap, or
table itself (a RID Lookup), in order to retrieve the data.

A Bookmark Lookup is not necessarily a bad thing, but the operation
required to first read from the index followed by an extra read to
retrieve the data from the clustered index, or heap, can lead to
performance problems.

We can demonstrate this with a very simple query:

SELECT [sod] . [ProductID],

[sod] . [OrderQty],

[sod] . [UnitPrice]
FROM [Sales] . [SalesOrderDetail] sod
WHERE [sod] . [ProductID] 897

This query returns an execution plan, shown in Figure 14, which fully
demonstrates the cost of lookups.
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The Index Seek operator pulls back the four rows we need, quickly and
efficiently. Unfortunately, the only data available on that index is the

Productld.

Figure 15
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As you can see from figure 15, the index seek also outputs columns that
define the clustered index, in this case SalesOrderld and
SalesOrderDetailld. These are used to keep the index synchronized
with the clustered index and the data itself.

We then get the Key LookUp, whereby the optimizer retrieves the other
columns required by the query, OrderQty and UnitPrice, from the
clustered index.

In SQL Server 2000, the only way around this would be to modify the
existing index used by this plan, IX_SalesOrderDetail_Productld, to
use all three columns. However, in SQL Server 2005, we have the
additional option of using the INCLUDE attribute within the non-
clustered index.

The INCLUDE attribute was added to indexes in SQL Server 2005
specifically to solve problems of this type. It allows you to add a column
to the index, for storage only, not making it a part of the index itself,
therefore not affecting the sorting or lookup values of the index.
Adding the columns needed by the query can turn the index into a
covering index, eliminating the need for the lookup operation. This does
come at the cost of added disk space and additional overhead for the
server to maintain the index, so due consideration must be paid prior to
implementing this as a solution.

In the following code, we create a new index using the INCLUDE
attribute. In order to get an execution plan focused on what we'te
testing, we set STATISTICS XML to on, and turn it off when we are
done. The code that appears after we turn STATISTICS XML back
off recreates the original index so that everything is in place for any
further tests down the road.

IF EXISTS ( SELECT *
FROM sys.indexes
WHERE OBJECT ID =
OBJECT ID(N'[Sales].[SalesOrderDetail]")
AND name = N'IX SalesOrderDetail ProductID'
DROP INDEX [IX SalesOrderDetail ProductID]
ON [Sales].[SalesOrderDetail]
WITH ( ONLINE = OFF ) ;
CREATE NONCLUSTERED INDEX [IX SalesOrderDetail ProductID]
ON [Sales].[SalesOrderDetail]
([ProductID] ASC)
INCLUDE ( [OrderQty], [UnitPrice] ) WITH ( PAD INDEX = OFF,
STATISTICS NORECOMPUTE = OFF, SORT IN TEMPDB = OFF,
IGNORE DUP KEY
= OFF, DROP EXISTING = OFF, ONLINE = OFF,
ALLOW_ROW_LOCKS = ON,
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WITH
SORT IN TEMP

ONLINE =

GO

EXEC sys.sp addext

ALLOW_ PAGE LOCKS

( PAD INDEX = OFF,

DROP EXISTING
OFF, ALLOW ROW LOCKS
ALLOW PAGE LOCKS

ON )

ON [PRIMARY] ;
GO
SET STATISTICS XML ON ;
GO
SELECT [sod]. [ProductID],
[sod] . [OrderQty],
[sod]. [UnitPrice]
FROM [Sales].[SalesOrderDetail] sod
WHERE [sod] . [ProductID] = 897 ;
GO
SET STATISTICS XML OFF ;
GO
--Recreate original index
IF EXISTS ( SELECT *
FROM sys.indexes
WHERE OBJECT ID =
OBJECT ID(N'[Sales].[SalesOrderDetail]')
AND name = N'IX SalesOrderDetail ProductID' )
DROP INDEX [IX SalesOrderDetail ProductID]

ON [Sales].[SalesOrderDetail]

WITH ( ONLINE = OFF ) ;
CREATE NONCLUSTERED INDEX [IX_SalesOrderDetail_PrOduCtID]

ON [Sales].[SalesOrderDetail]
([ProductID] ASC)
STATISTICS NORECOMPUTE

IGNORE DUP KEY = OFF,

OFF,

DB = OFF,
OFE,

ON,
[PRIMARY] ;

ON ) ON

endedproperty @name

N'MS Description',

@value = N'Nonclustered index.', @levelOtype =
N'SCHEMA',
@levelOname = N'Sales', @levelltype = N'TABLE',
@levellname = N'SalesOrderDetail', @level2type =
N'INDEX',
@level2name = N'IX SalesOrderDetail ProductID' ;

Run this code in Management Studio with the "Include Actual

Execution Plan" option
shown in Figure 16:

turned on, and you will see the execution plan

Fignre 16
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The execution plan is able to use a single operator to find and return all
the data we need because the index is now covering, meaning it includes
all the necessary columns.

Index Selectivity

Let's now move on to the question of which index is going to get used,
and why the optimizer sometimes avoids using available indexes.

First, let's briefly review the definition of the two kinds of available
indexes: the clustered and non-clustered index. A clustered index stores
the data along with the lookup values of the index and it sorts the data,
physically. A non-clustered index sorts the column, or columns, included
in the index, but it doesn't sort the data.

Clustered Index

Rows of Data

Non - Clustered
Index

Figure 17

As described in Chapter 1, the utility of a given index is determined by
the statistics generated automatically by the system for that index. The
key indicator of the usefulness of the index is its selectivity.

An index's selectivity describes the distribution of the distinct values
within a given data set. To put it more simply, you count the number of
rows and then you count the number of unique values for a given
column across all the rows. After that, divide the unique values by the
number of rows. This results in a ratio that is expressed as the selectivity
of the index. The better the selectivity, the more useful the index and
the more likely it will be used by the optimizer.

For example, on the Sales.SalesOrderDetail table there is an index,
IX_SalesOrderDetail_ProductID, on the ProductID column. To see
the statistics for that index wuse the DBCC command,
SHOW_STATISTICS:

DBCC SHOW STATISTICS ('Sales.SalesOrderDetail',
'IX SalesOrderDetail ProductID')
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This returns three result sets with various amounts of data. Usually, the
second result set is the most interesting one:

All density Average Length Columns

0.003759399 4 ProductID

8.242868E-06 8 ProductID, SalesOrderID
8.242868E-06 12 ProductID, SalesOrderID,
SalesOrderDetaillID

The Density is inverse to the selectivity, meaning that the lower the
density, the higher the selectivity. So an index like the one above, with a
density of .003759399, will very likely be used by the optimizer. The
other rows refer to the clustered index. Any index in the system that is
not clustered will also have a pointer back to the clustered index since
that's where the data is stored. If no clustered index is present then a
pointer to the data itself, often referred to as a heap, is generated. That's
why the columns of the clustered index are included as part of the
selectivity of the index in question.

Selectivity can affect the use of an index negatively as well as positively.
Let's assume that you've taken the time to create an index on a
frequently-searched field, and yet you're not seecing a performance
benefit. Let's create such a situation ourselves. The business represented
in AdventureWorks has decided that they're going to be giving away
prizes based on the quantity of items purchased. This means a query
very similar to the one from the previous Awoiding BookMark Lookups
section:

SELECT sod.OrderQty,

sod. [SalesOrderID],

sod. [SalesOrderDetailID],

sod. [LineTotal]
FROM [Sales] . [SalesOrderDetail] sod
WHERE sod. [OrderQty] = 10

The execution plan for this query is shown in Figure 18:
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Figure 18

We see a Clustered Index Scan against the entire table and then a
simple Filter operation to derive the final results sets, where OrderQty
=10.
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Let's now create an index that our query can use:

CREATE NONCLUSTERED INDEX [IX SalesOrderDetail OrderQty]
ON [Sales].[SalesOrderDetail] ( [OrderQty] ASC )
WITH ( PAD INDEX = OFF, STATISTICS NORECOMPUTE = OFF,
SORT IN TEMPDB OFF, IGNORE DUP KEY OFF,
DROP_EXISTING = OFF, ONLINE = OFF,
ALLOW ROW LOCKS = ON,ALLOW PAGE LOCKS = ON )
ON [PRIMARY]

Unfortunately, if you capture the plan again, you'll see that it's identical
to the one shown in Figure 18; in other words, our new index is
completely ignored. Since we know that selectivity determines when, or
if, and index is used, let's examine the new index using DBCC
SHOW_STATISTICS:

All density Average Length Columns

0.02439024 2 OrderQty

2.18055E-056 OrderQty, SalesOrderID
8.242868E-06 10 OrderQty, SalesOrderID,
SalesOrderDetaillID

We can see that the density of the OrderQty is 10 times less than for
the Productld column, meaning that our OrderQty index is ten times
less selective. To see this in more quantifiable terms, there are 121317
rows in the SalesOrderDetail table on my system. There are only 41
distinct values for the OrderQty column. This column just isn't, by
itself, an adequate index to make a difference in the query plan.

If we really had to make this query run well, the answer would be to
make the index selective enough to be useful by the optimizer. You
could also try forcing the optimizer to use the index we built by using a
query hint, but in this case, it wouldn't help the performance of the
query (hints are covered in detail in Chapter 5). Remember that adding
an index, however selective, comes at a price during inserts, deletes and
updates as the data within the index is reordered, added or removed
based on the actions of the query being run.

If you're following along in AdventureWorks, you'll want to be sure to
drop the index we created:

DROP INDEX
[Sales].[SalesOrderDetail] . [IX SalesOrderDetail OrderQty]
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Statistics and Indexes

The main cause of a difference between the plans lies in differences
between the statistics and the actual data. Not only can this cause
differences between the plans, but you can get bad execution plans
because the statistical data is not up to date.

The following example is somewhat contrived, but it does demonstrate
how, as the data changes, the exact same query will result in two
different execution plans. In the example, the new table is created, along
with an index:

IF EXISTS ( SELECT *
FROM sys.objects
WHERE object id = OBJECT ID(N' [NewOrders]')
AND type in ( N'U' ) )
DROP TABLE [NewOrders]

GO

SELECT *

INTO NewOrders

FROM Sales.SalesOrderDetail
GO

CREATE INDEX IX NewOrders ProductID on NewOrders ( ProductID
)
GO

I then capture the estimated plan (in MXL format). After that I run a
query that updates the data, changing the statistics and then run another
query, getting the actual execution plan

-- Estimated Plan
SET SHOWPLAN XML ON
GO
SELECT [OrderQtyl]
, [CarrierTrackingNumber]

FROM NewOrders

WHERE [ProductID] 897

GO

SET SHOWPLAN XML OFF

GO

BEGIN TRAN

UPDATE NewOrders

SET [ProductID] = 897

WHERE [ProductID] between 800 and 900
GO

—-- Actual Plan
SET STATISTICS XML ON
GO
SELECT [OrderQty]
, [CarrierTrackingNumber]
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FROM NewOrders
WHERE [ProductID] 897

ROLLBACK TRAN

GO

SET STATISTICS XML OFF
GO

I took the XML output and saved them to files (See Saving XMIL. Plans as
Graphical Plans, in Chapter 1), and then reopened the files in order to get
an easy-to-read graphical plan. Breaking bits and pieces of SQL code
apart and only showing plans for the pieces that you want is a big
advantage to using XML plans. First the estimated plan:

cuery l: Query cost (relatiwve to the batch): 100%

SELECT [Ordergty] , [CarrierTrackingMumber] FROM NewOrders WHERE [ProductID] = 897
te] oy
Nested Loops Index Seek
(Inner Join) [AdventureWorks] . [ dbo] . [Hewd
Cost: O % Cost: 1 %
+

(a%)
RID Lookup
[Ldventurelorks] . [ deo] . [Newd.
Cost: 96 %

Figure 19

Then the Actual execution plan:

ouery l: Query cost (relative to the batch): 100%
3ELECT [CrderQtyv], [CarrierTrackingNumber] FROM [NewCrders] WHERE [ProductID]=E1

£5
Table Scan

[LdventureWorks] . [dbo] . [Newd,
Cost: 100 %

Figure 20

Go to the top and right of Figure 19 to find the Index Seek operator.
Clearly, prior to the updates, the data and statistics within the index were
selective enough that the SELECT could use a seek operation. Then,
because the data being requested is not included in the index itself, a
RID Lookup operation is petformed. This is a lookup against a heap
table using the row identifier to bring back the data from the correct
row.

However, after the data is updated, the query is much less selective and
returns much more data, so that the actual plan does not use the index,
but instead retrieves the data by scanning the whole table, as we can see
from the Table Scan operator in Figure 20. The estimated cost is
.243321 while the actual cost is 1.2434. Note that if you recapture the
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estimated plan, you'll see that the statistics have automatically updated,
and the estimated plan will also show a table scan.

Summary

This chapter introduced various concepts that go a bit beyond the basics
in displaying and understanding execution plans. Stored procedures,
views, derived tables, and common table expressions were all introduced
along with their attendant execution plans.

The most important point to take away from all of the various plans
derived is that you have to walk through them all in the same way,
working right to left, top to bottom, in order to understand the behavior
implied by the plan. The importance of indexes and their direct impact
on the execution of the optimizer and the query engine was introduced.
The most important point to take away from here is that simply adding
an index doesn't necessarily mean you've solved a performance problem.
You need to ensure the selectivity of your data. You also need to make
appropriate choices regarding the addition or inclusion of columns in
your indexes, both clustered and non-clustered.
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CHAPTER 5: CONTROLLING EXECUTION
PLANS WITH HINTS

It is possible to impose your will on the optimizer and, to some degree,
control its behavior. This is done through hints:

e Query Hints tell the optimizer to apply this hint throughout
the execution of the entire query.

e Join Hints tell the optimizer to use a particular join at a
particular point in the query

e Table Hints control table scans and the use of a patticular
index for a table

In this chapter I'll describe how to use each of the above types of hint,
but I can't stress the following hard enough: these things ate
dangerous. Appropriate use of the right hint on the right query can
save your application. The exact same hint used on another query can
create more problems than it solves, slowing your query down radically
and leading to severe blocking and timeouts in your application.

If you find yourself putting hints on a majority of your queries and
procedures, then you're doing something wrong. Within the details of
each of the hints described, I'll lay out the problem that you'tre hoping
to solve by applying the hint. Some of the examples will improve
performance or change the behavior in a positive manner, and some will
negatively impact performance.

Query Hints

There are quite a number of query hints and they perform a variety of
different duties. Some may be used somewhat regularly and a few are for
rare circumstances.

Query hints are specified in the OPTION clause. The basic syntax is as
follows:

SELECT ...
OPTION (<hint>,<hint>...)
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Query hints can't be applied to INSERT statements except when used
with a SELECT operation. You also can't use query hints in subselect
statements.

Before we proceed, let me take this opportunity to warn you once again:
injudicious use of these hints can cause you more problems than they
solve!

HASH|ORDER GROUP

These two hints — HASH GROUP and ORDER GROUP - directly
apply to a GROUP BY aggregate operation (as well as to DISTINCT
or COMPUTE clauses). They instruct the optimizer to apply either
hashing or grouping to the aggregation, respectively.

In the example below we have a simple GROUP BY query that is called
frequently by the application to display the various uses of Suffix to
people's names.

SELECT [c].[Suffix],

COUNT ([c].[Suffix]) AS SuffixUsageCount
FROM [Person] . [Contact] c
GROUP BY [Suffix]

The business has instructed you to make this query run as fast as
possible because you're maintaining a high-end shop with lots of queries
from the sales force against an ever-changing set of data. The first thing
you do, of course, is to look at the execution plan, as shown in Figure 1:

= 23 k&

Hash HMatch Clustered Index 3can
Compute Scalar
. [Aggregate) [AdventureWorks] . [Person] . [C.
Cost: O %
Cost: 25 % Cost: 75 %

Figure 1

As you can see, by "default" the optimizer opts to use hashing, The
unordered data from the clustered index scan is grouped within the
Hash Match (Aggregate) operator. This operator will build a hash table,
select distinct values from the data supplied by the Clustered Index Scan
and then develop the counts based on the matched values. This plan has
a cost of 0.590827, which you can see in the Tool Tip in Figure 2:
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Hash Match
IJse each row From the top input to build a hash
@al:uleJ and each row From the bottorm input ko probe
into the hash table, outputting all matching rows,

Physical Operation Hash Match
Logical Operation Aggregate
Actual Mumber of Rows 7
Estimated I,/0 Cost 0
Estimated CPU Cost 0.146317
Estimated Operator Cost 0146317 (25%%)
Estimated Subtree Cost 0,590327
Estimated Number of Rows 7
Estimated Row Size 256
Actual Rebinds 1]
Actual Rewinds 0
Mode ID 1
Dutput List
[Adventuretorks].[Person].[Contact]. Suffix,
Expri00s

Build Residual

[Adventuretiorks].[Person].[Contact].[Suffix] as
[c].[5uffix] = [Adventureorks]. [Person].[Contact].
[Suffix] as [c].[Suffix]
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Figure 2

Since it's not performing in the manner you would like, you decide that
the best solution would be to try to use the data from the Clustered
Scan in an ordered fashion rather than the unordered Hash Match. So

you add the ORDER GROUP hint to the query:

SELECT [c].[Suffix],

FROM [Person] . [Contact] c
GROUP BY [Suffix]
OPTION ( ORDER GROUP )

COUNT ([c].[Suffix]) AS SuffixUsageCount

The new plan is shown in Figure 3:

b3
3 :
Compute Scalar Sort

Cost: O % |hggregace) Cost: 74 %
Cost: 1 %

Figure 3

&

Stream Aggregate Clustered Index Jcan
[AdventureWorks] . [Person] . [C.

Cost: 25 %

We've told the optimizer to use ordering rather than hashing, via the
ORDER GROUP hint, so instead of the hash table, it's been forced to
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use a2 SORT operator to feed into the Stream Aggregate operator,
which works with ordered data.

As per my repeated warning, this query had a cost of .590827 prior to
applying the hint and a cost of 1.77745 after, a little more than three
times the cost. The source of the increased cost is ordering the data as it
comes out of the Clustered Index Scan.

Depending on your situation, you may find an instance where, using our
example above, the data is already ordered yet the optimizer chose to
use the Hash Match operator instead of the Stream Aggregate. In that
case, the Query Engine would recognize that the data was ordered and
accept the hint gracefully, increasing performance. While query hints
allow you to control the behavior of the optimizer, it doesn't mean your
choices are necessarily better than those provided to you. To optimize
this query, you may want to consider adding a different index or
modifying the clustered index.

MERGE |HASH | CONCAT UNION

These hints affect how UNION operations are carried out in your
queries, instructing the optimizer to use either merging, hashing or
concatenation of the data sets. The most likely reason to apply this hint
would be with performance issues where you may be able to affect the
behavior of how the UNION is executed.

The example query below is not running fast enough to satisfy the
demands of the application:

SELECT [pml] . [Name],
[pml] . [ModifiedDate]
FROM [Production] . [ProductModel] pml
UNION
SELECT [pm2] . [Name],
[pm2] . [ModifiedDate]

FROM [Production] . [ProductModel] pm2
Query 1: Query cost (relative to the batch): 100%
SELECT [pml].[Mame], [pml].[ModifiedDate] FROM [Production].[ProductModel] pml UNION SELECT [pmz] . ([Name], [pm2].[Mod.
= o = 55
- |
Sors oncanenanion Clusmered Tnisx Sean
. ) (D setmer. Sore] nesnensn {dventurellorhs) - [Productaonl - [Prod
= Cost: 38 % Cost: 31 &
Ksil
Clustered Index Scan
[Aavencurevorks) . [Prodacraon] . [Prod.
[,
Figure 4

You can see that the Concatenation operation that the optimizer
chooses to use is, in the context of the plan, very cheap, but the Sort
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operation that follows it is relatively expensive. The overall cost of the
plan is 0.0377.

In a test to see if changing implementation of the UNION operation
will affect overall performance, you apply the MERGE UNION hint:

SELECT [pml] . [Name],
[pml] . [ModifiedDate]
FROM [Production] . [ProductModel] pml
UNION
SELECT [pm2] . [Name],
[pm2] . [ModifiedDate]

FROM [Production] . [ProductModel] pm2
OPTION ( MERGE UNION )
Query 1: Query cost (relative to the batch): 100%
SELECT [pmi].[Mame], [pmi].[ModifiedDace] FROM [Production].[ProductModel] pmi UNION SELECT [pm2].[Name], [pm2].[Mod
jﬁ ¥ | bﬁ
marge Join p— Clustered Tadex Sean
Wnion) I | saventureworks) - (Progusmion] . (Prod
Cost: 1l % . Cost: Z1 %
p— Clustered Tadex dean
Cost: 23 & [Adven:ureh'nrléz;:[szrid\;:cmn], [Prod
Figure 5

You have forced the UNION operation to use the Merge Join instead
of the Concatenation operator. However, since the Merge Join only
works with sorted data feeds, we've also forced the optimizer to add two
Sort operators. The estimated cost for the query has gone from 0.0377
to 0.0548. Clearly this didn't work.

What if you tried the other hint, HASH UNION:

SELECT [pml] . [Name],

[pml] . [ModifiedDate]
FROM [Production] . [ProductModel] pml
UNION
SELECT [pm2] . [Name],

[pm2] . [ModifiedDate]
FROM [Production] . [ProductModel] pm2
OPTION ( HASH UNION )

This results in a new execution plan, shown in Figure 6:
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ﬂ,g @

Hash Match Clustered Index Scan
{TTrd or) [Adwernturellorks]. [Production] . [Prod..
Cost: 53 % Cost: 23 %

2

Clustered Index Scan
[Advernturelorks]. [Production] . [Prod.
Cost: Z32 %

Figure 6

The execution plan is simplified, with the sort operations completely
eliminated. However, the cost is still higher (0.0497) than for the original
un-hinted query so clearly, for the amount of data involved in this query,
the Hash Match operator doesn't offer a performance enhancement
over the original Concatenation operator.

In this situation, the hints are working to modify the behavior of the
query, but they are not helping you to increase performance of the

query.
LOOP|MERGE|HASH JOIN

This makes all the join operations in a particular query use the method
supplied by the hint. However, note that if a join hint (covered later in
this chapter) is applied to a specific join, then the more granular join
hint takes precedence over the general query hint.

You've found that your system is suffering from poor disk 1/0O, so you
need to reduce the number of scans and reads that your queties
generate. By collecting data from Profiler and Performance Monitor
you're able to identify the following query as needing some work. Here
is the query and the original execution plan:

SELECT s.[Name] AS StoreName,
ct. [Name] AS ContactTypeName,

c.[LastName] + ', ' + c.[LastName]
FROM [Sales] . [Store] s
JOIN [Sales].[StoreContact] sc
ON [s].[CustomerID] = [sc].[CustomerID]
JOIN [Person]. [Contact] c
ON [sc].[ContactID] = [c].[ContactID]

JOIN [Person].[ContactType] ct
ON [sc].[ContactTypeID] = [ct].[ContactTypelD]
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K

In
[AdventureUorks] - [Person] . [ContactT
Cost: 1%

Compite Scalar
Cost: 0 %

c1us: dex Sean
[hdvemuraliorks]. [$ales] . [Srozs]. [P
Cosu: 25 4

uﬁt

Clustered Index Seek
[Bdventureilorks] . [Berson] - [Contast]
Cost: S4 %

Figure 7

As you can see, the query uses a mix of Nested Loop and Hash
Match operators to put the data together. Let's see the I/O output of
the query. This can be done by navigating from the main menu, Query
| Query Options, selecting the advanced tab and activating the "Set
Statistics IO" check box.

Table 'Contact'. Scan count 0, logical reads 1586,

Table 'Worktable'. Scan count 0, logical reads O,
Table 'Address'. Scan count 1, logical reads 216,

Table 'CustomerAddress'. Scan count 753, logical reads
1624,

Table 'Store'. Scan count 1, logical reads 103,

Table 'StoreContact'. Scan count 20, logical reads 42,

Table 'ContactType'. Scan count 1, logical reads 2,

From this data, you can see that the scans against the
CustomerAddress table are causing a problem within this query. It
occurs to you that allowing the query to perform all those Hash Join
operations is slowing it down and you decide to change the behavior by
adding the Loop Join hint to the end of the query:

OPTION ( LOOP JOIN )

[

s Sean
[hdventureliorks| - [Ferson] . (ContactT
Cost: 1 %

E
H
g
£
i
&
g
g

o
[Bdventursiio

Figure 8

Now the Hash Joins are Loop Joins. This situation could be
interesting, If you look at the operations that underpin the query
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execution plan you'll see that the second query, with the hint, eliminates
the creation of a work table. While the estimated cost of the second
query is a bit higher than the original, the addition of the query hint
does, in this case, results in a negligible improvement in performance,
going from about 172ms to about 148ms on average. However, when
you look at the scans and reads, they tell a different story:

Table 'ContactType'. Scan count 0, logical reads 1530,

Table 'Contact'. Scan count 0, logical reads 1586,
Table 'StoreContact'. Scan count 712, logical reads 1432,

Table 'Address'. Scan count 0, logical reads 1477,

Table 'CustomerAddress'. Scan count 701, logical reads
1512,

Table 'Store'. Scan count 1, logical reads 103,

Not only have we been unsuccessful in reducing the reads, despite the
elimination of the work table, but we've actually increased the number
of scans. What if we were to modify the query to use the MERGE
JOIN hint instead? Change the final line of the query to read:

OPTION ( MERGE JOIN )

li&
T

e oy
iy

Conpute Sealar
w0

= ES|

Index Scan
[hdventurelorks] . [Sales] . [StoreCon:.

Figure 9

The execution of the plan was about as fast as the original, but did it
solve our problem?

Table 'Worktable'. Scan count 11, logical reads 91,
Table 'CustomerAddress'. Scan count 1, logical reads 6,

Table 'StoreContact'. Scan count 1, logical reads 4,
Table 'ContactType'. Scan count 1, logical reads 2,
Table 'Store'. Scan count 1, logical reads 103,
Table 'Address'. Scan count 1, logical reads 18,
Table 'Contact'. Scan count 1, logical reads 33,

We've re-introduced a worktable, but it does appear that the large
number of scans has been eliminated. We may have a solution.
However, before we conclude the experiment, we may as well as try out
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the HASH JOIN hint to see what it might do. Modify the final line of
the query to read:

OPTION ( HASH JOIN )

ks
Tz W

CLus 3
[hdvensureliorks] . [Person] . [Contact]
Cost: €2 %

Figure 10

We're back to a simplified execution plan using only Hash Join

operations. The execution time was about the same as the original query
and the 1/0 looked like this:

Table 'Worktable'. Scan count 0, logical reads O,

Table 'Contact'. Scan count 1, logical reads 569,

Table 'Store'. Scan count 1, logical reads 103,

Table 'Address'. Scan count 1, logical reads 216,

Table 'CustomerAddress'. Scan count 1, logical reads 67,
Table 'StoreContact'. Scan count 1, logical reads 4,
Table 'ContactType'. Scan count 1, logical reads 2,

For the example above, using the MERGE JOIN hint appears to be the
best bet for reducing the I/O costs of the query, with only the added
overhead of the creation of the worktable.

FAST n

This time, we're not concerned about performance of the database.
This time, we're concerned about perceived performance of the
application. The users would like an immediate return of data to the
screen, even if it's not the complete result set, and even if they have to
wait longer for the complete result set.

The FAST n hint provides that feature by getting the optimizer to focus
on getting the execution plan to return the first 'n' rows as fast as
possible, where 'n' has to be a positive integer value. Consider the
following query and execution plan:

SELECT *
FROM [Sales] . [SalesOrderDetail] sod
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JOIN [Sales].[SalesOrderHeader] soh
ON [sod].[SalesOrderID] [soh] . [SalesOrderID]

3 3 t
Herge Join Clustered Index Scan
Coupute Soal Coupute Scal
{Inner Join) WS"S: u: . e mé"':g:, D':ai = [AdwentureWorks]. [Sales]. [SalesDrde..
Cose: 17 % : : Cost: 28 &
E = k&
Coupute Scalar Compure Sealar flusterediladeon Scan

[Adventurelorks]. [Sales]. [SalesOrda.

Cost: 1 % Cost: 1 &
o= ° Cost: E3 &

Figure 11

This query performs adequately, but there is a delay before the end users
see any results, so we try to fix this by adding the Fast n hint to return
the first 10 rows as quickly as possible:

OPTION ( FAST 10

= ] | E | k5

Hested Loops Clustered Tndex Scan
Compure Scalar Compute Scalar Compure Sealar
s (Irmer Join) AL Lt ldventarelorks] . [ales]. [SalesOrde.

Cost: 0% Cost: 27 %

3 "ﬂ'

e TR Clustersd Index Sesk
i ladventureliorks] . [Sales] . [$alesOrde.
Cost: 0 &

Cost: 72 %

Figure 12

Instead of the Hash Match operator for the join, the optimizer
attempted to use a Nested Loop. The loop join results in getting the
first rows back very fast, but the rest of the processing was somewhat
slower. So, because the plan will be concentrating on getting the first ten
rows back as soon as possible, you'll see a difference in the cost and the
performance of the query. The total cost for the original query was
1.973. The hint reduced that cost to 0.012 (for the first 10 rows). The
number of logical reads increases dramatically, 1238 for the un-hinted
query to 101,827 for the hinted query, but the actual speed of the
execution of the query increases only marginally, from around 4.2
seconds to 5 seconds. This slight slow-down in performance was
accepted by the end-users since they got what they really wanted, a very
fast display to the screen.

If you want to see the destructive as well as beneficial effects that hints
can have, try applying the LOOP JOIN hint, from the previous section.
It increases the cost by a factor of five!
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FORCE ORDER

You've identified a query that is performing poorly. It's a somewhat long
query with a few tables. Normally, the optimizer will determine the
order in which the joins occur but using the FORCE ORDER hint you
can make the optimizer use the order of joins as listed in the query
itself. This would be done if you've got a faitly high degtree of certainty
that your join order is better than that supplied by the optimizer. The
optimizer can make incorrect choices when the statistics are not up to
date, when the data distribution is less than optimal or if the query has a
high degree of complexity. Here is the query in question:
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SELECT

FROM

pc. [Name] ProductCategoryName,
psc. [Name] ProductSubCategoryName,
p. [Name] ProductName,

pd. [Description],

pm. [Name] ProductModelName,

c. [Name] CultureName,

d. [FileName],

pri.[Quantity],

pr.[Rating],

pr. [Comments]

[Production] . [Product] p

LEFT JOIN [Production].[ProductModel] pm

ON [p]. [ProductModelID] = [pm].[ProductModelID]
LEFT JOIN [Production].[ProductDocument] pdo
ON p. [ProductID] = pdo.[ProductID]

LEFT JOIN [Production].[ProductSubcategory] psc
ON [p]. [ProductSubcategoryID] =
[psc] . [ProductSubcategoryID]

LEFT JOIN [Production].[ProductInventory] pri
ON p. [ProductID] pri. [ProductID]

LEFT JOIN [Production].[ProductReview] pr

ON p. [ProductID] = pr.[ProductID]

LEFT JOIN [Production]. [Document] d

ON pdo. [DocumentID] = d.[DocumentID]

LEFT JOIN [Production].[ProductCategory] pc
ON [pc].[ProductCategoryID] =
[psc] . [ProductCategoryID]

LEFT JOIN

[Production] . [ProductModelProductDescriptionCulture]
pmpd
ON pmpd. [ProductModelID] = pm. [ProductModelID]
LEFT JOIN [Production].[ProductDescription] pd

ON pmpd. [ProductDescriptionID]

pd. [ProductDescriptionID]
LEFT JOIN [Production].[Culture] c
ON c. [CultureID] = pmpd.[CulturelD]

Based on youtr knowledge of the data, you're faitly certain that you've
put the joins in the correct order. Here is the execution plan as it exists:
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Figure 3

Obviously this is far too large to review on the page. The main point to
showing the graphic is really for you to get a feel for the shape of the
plan. The estimated cost as displayed in the tool tip is 0.5853.

Take the same query and apply the FORCE ORDER query hint:

OPTION (FORCE ORDER)

It results in the plan shown in Figure 14.

Figure 4

Don't try to read the plan in Figure 14; simply notice that the overall
shape has changed radically from the execution plan in Figure 13. All
the joins are now in the exact order listed in the SELECT statement of
the query. Unfortunately, our choice of order was not as efficient as the
choices made by the optimizer. The estimated cost for the query
displayed on the ToolTip is 1.1676. The added cost is caused by the fact
that our less efficient join order is filtering less data from the early parts
of the query. Instead, we're force to carry more data between each
operation.
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MAXDOP

You have one of those really nasty problems, a query that sometimes
runs just fine, but sometimes runs incredibly slowly. You investigate the
issue, and use SQL Server Profiler to capture the execution of this
procedure, over time, with various parameters. You finally arrive at two
execution plans. The execution plan when the query runs quickly looks
like this:

= m = i e | b

Hash Match Clustered Index §
SELECT Sort :‘3 ﬁ: Compute Scalar Compute Scalar e E“S E“‘Ek = pr ;a“c
Cost: O % Cost: 3 & (dggregate) Cost: 1 % Cost: 1 & [AdventureWorks] . [Froduction

Cost: 51 % Cost: 45 %

Figure 5

When the execution is slow, the plan looks this way (note that this image
was split in order to make it more readable):

pz
= 4 iz m *
SEI:E.CT Parallelism Stream Aggregate S‘u-x:t Parallelisw
i (Gather Streams) (Aggregate) ¥ (Repartition Streams)
Bost: 8% Cost: 3 &%
Cost: § % Cost: 0 % Cost: 4 %
23 r P |-,
- =] =] b
Hash Match Clustered Index Scan
Conpute Scalar Compute Scalar
(Partial Aggregate) A 4 [adventurelorks].[Production.
Cost: 0 % Cost: 0 %
Cost: A5:% Cost: 524
Figure 6

Here, you'te seeing a situation where the parallelism (covered in Chapter
8) that should be helping the performance of your system is, instead,
hurting that performance. Since parallelism is normally turned on and
off at the server level, and other procedures running on the server are
benefiting from it, you can't simply turn it off. That's where the
MAXDOP hint becomes useful.

The MAXDOP query hint can control the use of parallelism within an
individual query, rather than working with the server-wide setting of
"Max Degree of Parallelism".

In order to get this to fire on a system with only a single processor, I'm
going to reset the threshold for my system as part of the query:

sp_configure 'cost threshold for parallelism', 1 ;
GO

RECONFIGURE WITH OVERRIDE ;
GO

MIN . [OrderQty]) MinOrderQty,
MIN . [StockedQty]) MinStockedQty,
N

SELECT wo. [DueDate]
(w
IN (w

MIN (wo. [ScrappedQty]) MinScrappedQty,
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MAX (wo. [OrderQty]) MaxOrderQty,
MAX (wo. [StockedQty]) MaxStockedQty,
MAX (wo. [ScrappedQty]) MaxScrappedQty
FROM [Production] . [WorkOrder] wo
GROUP BY wo. [DueDate]
ORDER BY wo. [DueDate]
GO

sp configure 'cost threshold for parallelism', 5 ;
GO

RECONFIGURE WITH OVERRIDE ;
GO

This will result in an execution plan that takes full advantage of parallel
processing, looking like figure 16 above. The optimizer chooses a
parallel execution for this plan. Look at the properties of the Clustered
Index Scan operator by selecting that icon on the plan in Management
Studio. The property Actual Number of Rows can be expanded by
clicking on the plus (+) icon. It will show three different threads, the
number of threads spawned by the parallel operation.

However, we know that when our query uses parallel processing, it is
running slowly. We have no desire to change the overall behavior of
parallelism within the server itself, so we directly affect the query that is
causing problems by adding this code:

SELECT wo. [DueDate],
MIN (wo. [OrderQty]) MinOrderQty,
MIN (wo. [StockedQty]) MinStockedQty,
MIN (wo. [ScrappedQty]) MinScrappedQty,
MAX (wo. [OrderQty]) MaxOrderQty,
MAX (wo. [StockedQty]) MaxStockedQty,

MAX (wo. [ScrappedQty]) MaxScrappedQty
FROM [Production] . [WorkOrder] wo
GROUP BY wo. [DueDate]
ORDER BY wo. [DueDate]
OPTION ( MAXDOP 1 )

The new execution plan is limited, in this case, to a single processor, so
no parallelism occurs at all. In other instances you would be limiting the
degree of parallelism (e.g. two processors instead of four):

= m =3 5 E] k5
- Hash Match - y Clustered Index S
SELECT Sort :‘3 ﬁ: Compute Scalar Compute Scalar e E“S E“‘Ek - pr ;a“c
Cost: O % Cost: 3 & (dggregate) Cost: 1 % Cost: 1 & [AdventureWorks] . [Froduction

Cost: 51 % Cost: 45 %

Figure 7
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As you can see, limiting parallelism didn't fundamentally change the
execution plan since it's still using a Clustered Index Scan to get the
initial data set. The plan still puts the data set through two Compute
Scalar operators to deal with the StockedQty column, a calculated
column. The same Hash Match join operator is performed between
the table and itself as part of aggregating the data, and then finally a
Sort operator puts the data into the correct order before the Select
operator adds the column aliases back in. The only real changes are the
removal of the operators necessary for the parallel execution. The
reason, in this instance, that the performance was worse on the
production machine was due to the extra steps required to take the data
from a single stream to a set of parallel streams and then bring it all
back together again. While the optimizer may determine this should
work better, it's not always correct.

OPTIMIZE FOR

You have identified a query that will run at an adequate speed for hours,
or days, with no worries and then suddenly it performs horribly. With a
lot of investigation and experimentation, you find that most of the time,
the parameters being supplied by the application to run the procedure,
result in an execution plan that performs very well. Sometimes, a certain
value, or subset of values, is supplied to the parameter when the plan is
recompiling and the execution plan stored in the cache with this
parameter performs very badly indeed.

The OPTIMIZE FOR hint was introduced with SQL. Server 2005. It
allows you to instruct the optimizer to optimize query execution for the
particular parameter value that you supply, rather than for the actual
value of a parameter supplied within the query.

This can be an extremely useful hint. Situations can arise whereby the
data distribution of a particular table, or index, is such that most
parameters will result in a good plan, but some parameters can result in
a bad plan. Since plans can age out of the cache, or events can be fired
that cause plan recompilation, it becomes, to a degree, a gamble as to
where and when the problematic execution plan is the one that gets
created and cached.

In SQL Server 2000, only two options were available:

1. Recompile the plan every time using the RECOMPILE hint

2. Getagood plan and keep it using the KEEPFIXED PLAN
hint
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Both of these solutions (covered later in this chapter) could create as
many problems as they solved since the RECOMPILE of the query,
depending on the complexity and size of the query, could be longer
than the execution itself or the KEEPFIXED PLAN hint could be
applied to the problematic values as well as the useful ones.

In SQL Server 2005, when such a situation is identified that leads you to

desire that one parameter be used over another, you can use the
OPTIMIZE FOR hint.

We can demonstrate the utility of this hint with a very simple set of

queries:
SELECT *
FROM [Person] . [Address]
WHERE [City] 'Newark'
SELECT *
FROM [Person] . [Address]
WHERE [City] 'London'

We'll run these at the same time and we'll get two different execution

plans:

cuery 1:

Query cost (relative to the batch): 47%

SELECT * FROM [Person]. [Address] WHERE [City]=(E1

i o)

Nested Loops Index Scan
[Inner Join) [ Ldventurellorks] . [Ferson] . [L.
Cost: 5 % Cost: 94 %
]
Loii
Key Lookup

[ AdventurelWlorks] . [Fer=on] . [L.
cost: Z 0%

Query Z:

guery cost (relative to the batch) : 53%

SELECT * FROM [Person]. [Address] WHERE [City]=(@1

-

SELECT

Cost: O %

Figure 8

Clustered Index Scan
[idwventureWorks] . [Person] . [L.
Cost: 100 %

If you look at the cost relative to the Batch of each of these queries, the
first query is just a little less expensive than the second, with costs of
0.194 compared to 0.23. This is primarily because the second query is
doing a clustered index scan, which walks through all the rows available.
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If we modify our T-SQL so that we're using parameters, like this:

DECLARE @City NVARCHAR (30)

SET @City = 'Newark'
SELECT *
FROM [Person] . [Address]

WHERE  [City] = @City

SET @City = 'London'
SELECT *
FROM [Person] . [Address]

WHERE  [City] = @City

We'll get a standard execution plan for both queties that looks like this:

bﬁy

Clustered Index Scan
[LdwventurelWorks] . [Person] . [4.
Cost: 100 %

Figure 9

It's using the clustered index for both queries now because it's not sute
which of the values available in the table is most likely going to be

passed in as @City.

Let's make one more modification. In the second query, we instruct the
optimizer to optimize for Newark:

DECLARE (@City NVARCHAR (30)

SET @City = 'London'

SELECT *

FROM [Person] . [Address]

WHERE [City] = @City

SET @City = 'London'

SELECT *

FROM [Person] . [Address]

WHERE [City] = @City

OPTION ( OPTIMIZE FOR ( QCity = 'Newark' ) )
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ouery 1l: Query cost (relative to the batch): 53%
SELECT * FRCM [Person]. [ARddress] WHERE [City] = @City

Clustered Index Jcan

[LdwentureWorks] . [Person] . [4.
Cost: 100 %

cuery 2: Query cost (relative to the batch): 47%
SELECT * FRCM [Person]. [ARddress] WHERE [City] = @City C

= {cl k=

SELECT HNested Loops Index Zcan
[Inner Join) [AdventureWorks] . [Ferson] . [L.
Cost: 0O %
Cost: 5 % Cost: 94 %
.'I’m-n
i
Key Lookup
[AdventureWorks] . [Ferson] . [L.
Cost: 2 %
Figure 20

The value 'London' has very low level of selectivity (there are a lot of
values equal to 'London') within the index and this is displayed by the
Clustered Index Scan in the first query. Despite the fact that the second
query looks up the same value, it's now the faster of the two queries.
The OPTIMIZE FOR operator was able to focus the optimizer to
create a plan that counted on the fact that the data was highly selective,
even though it was not. The execution plan created was one for the
morte selective value, 'Newark', yet that plan helped the performance for
the other value, 'London.'

Use of this hint requires intimate knowledge of the underlying data.
Choosing the wrong value to supply OPTIMIZE FOR will not only
fail to help performance, but could have a very serious negative impact.
You can set as many hints as you use parameters within the query.

PARAMETERIZATION SIMPLE|FORCED

Parameterization, forced and simple, is covered in a lot more detail in
the section on Plan Guides, in Chapter 8. It's covered in that section
because you can't actually use this query hint by itself within a query,
but must use it only with a plan guide.

RECOMPILE

You have yet another problem query that performs slowly in an
intermittent fashion. Investigation and experimentation with the query
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leads you to realize that the very nature of the query itself is the
problem. It just so happens that this query is a built-in, ad hoc (using
SQL statements or code to generate SQL statements) query of the
application you support. Each time the query is passed to SQL Server, it
has slightly different parameters, and possibly even a slightly different
structure. So, while plans are being cached for the query, many of these
plans are either useless or could even be problematic. The execution
plan that works well for one set of parameter values may work horribly
for another set. The parameters passed from the application in this case
are highly volatile. Due to the nature of the query and the data, you
don't really want to keep all of the execution plans around. Rather than
attempting to create a single perfect plan for the whole query, you
identify the sections of the query that can benefit from being
recompiled regularly.

The RECOMPILE hint was introduced in SQL 2005. It instructs the
optimizer to mark the plan created so that it will be discarded by the
next execution of the query. This hint might be useful when the plan
created, and cached, isn't likely to be useful to any of the following calls.
For example, as described above, there is a lot of ad hoc SQL in the
query, or the data is relatively volatile, changing so much that no one
plan will be optimal. Regardless of the cause, the determination has
been made that the cost of recompiling the procedure each time it is
executed is worth the time saved by that recompile.

You can also add the instruction to recompile the plan to stored
procedures, when they're created, but the RECOMPILE query hint
offers greater control. The reason for this is that statements within a
query or procedure can be recompiled independently of the larger query
or procedure. This means that if only a section of a query uses ad hoc
SQL, you can recompile just that statement as opposed to the entire
procedure. When a statement recompiles within a procedure, all local
variables are initialized and the parameters used for the plan are those
supplied to the procedure.

If you use local variables in your queries, the optimizer makes a guess as
to what value may work best. This guess is kept in the cache. Consider
the following pair of queries:

DECLARE @PersonId INT

SET @PersonId = 277

SELECT [soh] . [SalesOrderNumber],
[soh] . [OrderDate],
[soh] . [SubTotall],
[soh] . [TotalDue]
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FROM [Sales].[SalesOrderHeader] soh
WHERE [soh].[SalesPersonID] = @PersonId

SET @PersonId = 288
SELECT [soh] . [SalesOrderNumber],
[soh] . [OrderDate],
[soh].[SubTotall],
[soh] . [TotalDue]
FROM [Sales] . [SalesOrderHeader] soh
WHERE [soh].[SalesPersonID] = @PersonId

These result in an identical pair of execution plans:

@ Results | [y Messages| &~ Execution plan |

Query 1: Query cost (relative to the batch): 50%
SELECT [soh] . [SalesOrderNumber] |, [soh].[OcderDate] |, [soh].[SubTotal]l , [soh]. [Totalbue]

FROM [Sales].[SalesOrderHeade..

= = | i >

Clustered Index Scan
[hdventureVorks] . [Sales] . [3a
Cost: 96 %

Filter Compute Sealar Compute scalar
Cost: 3 % Cost: 1% Cost: 1%

Query 2: Query cost (relative to the batch): 50%

SELECT [soh].[SalesorderNumber] , [soh]. [OrderDate] , [soh].[SubTotal] , [soh]. [TotalDue] FROM [Jales].[SalesOrderHeade.
= = = = &
SELECT Filter Compute Sealar Compute Sealar Clustered Index Scan
Cost: 0 % Cost: 3 % Cost: 1% Cost: 1 % [ravencureWorks] . [Sales] . [Sa
coner 56 5
Figure 21

With a full knowledge of your system, you know

original plan.

that the plan for the
second query should be completely different because the value passed is
much more selective, and a useful index exists on that column. So, you
modify the queries using the RECOMPILE hint.
adding it to both queries so that you can see that the performance gain
in the second query is due to the RECOMPILE leading to a better
plan, while the same RECOMPILE on the first query leads to the

In this instance, I'm

DECLARE @PersonId INT
SET @PersonId = 277
SELECT [soh] . [SalesOrderNumber],
[soh] . [OrderDate],
.

[soh] SubTotall],

[soh] . [TotalDue]
FROM [Sales].[SalesOrderHeader] soh
WHERE [soh].[SalesPersonID] = @PersonId
OPTION ( RECOMPILE )

SET @PersonId = 288

SELECT [soh] . [SalesOrderNumber],
[soh] . [OrderDate],
[soh] . [SubTotall],

[soh] . [TotalDue]
FROM [Sales].[SalesOrderHeader] soh
WHERE [soh].[SalesPersonID] = @PersonId
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OPTION ( RECOMPILE )

This results in the following mismatched set of query plans:

= Results | £ Messages| 3~ Execution plan

Query 1: Query cost (relative to the batch): 923% ~
SELECT [soh]. [SalesOrderNumber] , [soh].[OrderDate] , [soh].[SubTotal] ,[soh]. [TotalDue] FROM [Sales].[SalesOrderHe.
&,
= = 5 '”
Clustersd Index Scan
SELECT Filcer Compute Scalar Compute Scalar
Cost: 0 % Cost: 3 Cose: 1% Cost: 1+ thdvencureliorks] . [3ales] . [9a
Cost: 96 =
Query 2: Query cost (relative to the batch): 8%
SELECT [soh] . [SalesordsrNumber] , [soh].[orderDate] , [soh].[SubTotall , [soh].[TotalDus] FROM [Sales].[SalesOrderHs.
SELECT Compute Sealar Compure Sealar
Cost: D % cost: 0 % cost: 0 %
Compute Scalar Key Lookup
(Adventurevorks] . [Sales] . [Sa
cost: 0 %
Cost: 54 %
v
Figure 22

Note  that the second query is now  using our
IX_SalesOrderHeader_SalesPersonID index and accounts for 8% of
the combined cost of both queries, instead of 50%. This is because the
Index Seek and Key Lookup operators with the Nested Loop are
faster and less costly than the Clustered Index Scan since they will only
work with a subset of the rows.

ROBUST PLAN

This hint is used when you need to work with very wide rows. For
example:

1. A row that contains one or more variable length columns set
to very large size or even the MAX size allowed in 2005

2. A row that contains one or more large objects (LOB) such as
BINARY, XML or TEXT data types.

Sometimes, when processing these rows, it's possible for some operators
to encounter errors, usually when creating worktables as part of the
plan. The ROBUST PLAN hint ensures that a plan that could cause
errors won't be chosen by the optimizer. While this will eliminate ertrors,
it will almost certainly result in longer query times since the optimizer
won't be able to choose the optimal plan over the "robust" plan. This is
a very rare event so this hint should only be used if you actually have a
set of wide rows that cause the error condition.
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KEEP PLAN

As the data in a table changes, gets inserted or deleted, the statistics
describing the data also change. As these statistics change, queries get
marked for recompile. Setting the KEEP PLAN hint doesn't prevent
recompiles, but it does cause the optimizer to use less stringent rules
when determining the need for a recompile. This means that, with more
volatile data, you can keep recompiles to a minimum. The hint causes
the optimizer to treat temporary tables within the plan in the same way
as permanent tables, reducing the number of recompiles caused by the
temp table. This reduces the time and cost of recompiling a plan, which,
depending on the query, can be quite large.

However, problems may arise because the old plans might not be as
efficient as newer plans could be.

KEEPFIXED PLAN

The KEEPFIXED PLAN query hint is similar to KEEP PLAN, but
instead of simply limiting the number of recompiles, KEEPFIXED
PLAN eliminates any recompile due to changes in statistics.

Use this hint with extreme caution. The whole point of letting SQL
Server maintain statistics is to aid the performance of your queries. If
you prevent these changed statistics from being used by optimizer, it can
lead to severe performance issues.

As with KEEP PLAN, this will keep the plan in place unless the
schema of the tables referenced in the query changes or sp_recompile
is run against the query, forcing a recompile.

EXPAND VIEWS

Your users come to you with a complaint. One of the queties they're
running isn't returning correct data. Checking the execution plan you
find that the query is running against a materialized, or indexed, view.
While the performance is excellent, the view itself is only updated once
a day. Over the day the data referenced by the view ages, or changes,
within the table where it is actually stored. Several queries that use the
view are not affected by this aging data, so changing the refresh times
for the view isn't necessary. Instead, you decide that you'd like to get
directly at the data, but without completely rewriting the query.

The EXPAND VIEWS query hint eliminates the use of the index
views within a query and forces the optimizer to go to the tables for the
data. The optimizer replaces the indexed view being referenced with the
view definition (in other words, the query used to define the view) just
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like it normally does with a view. This behavior can be overridden on a
view-by-view basis by adding the WITH (NOEXPAND) clause to any
indexed views within the query.

In some instances, the indexed view performs worse than the view
definition. In most cases, the reverse is true. However, if the data in the
indexed view is not up to date, this hint can address that issue, usually at
the cost of performance. Test this hint to ensure its use doesn't
negatively impact performance.

Using one of the indexed views supplied with AdventureWorks, we can
run this simple query:

SELECT *
FROM [Person] . [vStateProvinceCountryRegion]

Figure 23 shows the resulting execution plan:

Query 1: Query cost (relative to the batch): 100%
SELECT * FRCM [Person]. [vitateProvinceCountryRegion]

Clustered Index 3Zcan
[Adwventurelorks] . [Person] . [v..
Cost: 100 %

Figure 23

An indexed view is simply a clustered index, so this execution plan
makes perfect sense. If we add the query hint, OPTION (EXPAND
VIEWS), things change as we see in Figure 24:

guery 1: Query cost i(relative to the batch): 100%
SELECT * FRCM [Person]. [vitateProvinceCountryRegion] option (EXPAND VIEWS)

- % b
Merge Join Clustered Index 3Jcan
(Inner Join) [Adventurelorks] . [Person] . [C.
Cost: 23 % cost: 15 %
o
B
¥ LJ
Clustered Index Scan
Sorc
[idventureWorks] . [Person] . [3..

Cosc: 47 %
Cost: 15 %

Figure 24

Now we'te no longer scanning the clustered index. Within the
Optimizer, the view has been expanded into its definition so we see the
Clustered Index Scan against the Person.CountryRegion and
Person.StateProvince tables. These are then joined using the Merge
Join, after the data in the StateProvince stream is run through a Sort
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operation. The first query has a cost estimate of .004221 as opposed to
the expanded view which is estimated to cost .02848, but the data being
referenced is straight from the source tables as opposed to be pulled
from the clustered index that defines the materialized view.

MAXRECURSION

With the addition of the Common Table Expression to SQL Server, a
very simple method for calling recursive queries was created. The

MAXRECURSION hint places an upper limit on the number of
recursions within a query.

Valid values are between 0 and 32,767. Setting the value to zero allows
for infinite recursion. The default number of recursions is 100. When
the number is reached, an error is returned and the recursive loop is
exited. This will cause any open transactions to be rolled back. Using the
option doesn't change the execution plan but, because of the error, an
actual execution plan might not be returned.

USE PLAN

This hint simply substitutes any plan the optimizer may have created
with the XML plan supplied with the hint. This is covered in great detail
in Chapter 8.

Join Hints

A join hint provides a means to force SQL Server to use one of the
three join methods that we've encountered previously, in a given part of
a query. To recap, these join methods are:

e Nested Loop join: compares each row from one table ("outer
table") to each row in another table ("inner table") and returns
rows that satisfy the join predicate. Cost is proportional to the
product of the rows in the two tables. Very efficient for smaller
data sets.

e Merge join: compares two sorted inputs, one row at a time.
Cost is proportional to the sum of the total number of rows.
Requires an equi-join condition. Efficient for larger data sets

e Hash Match join: reads rows from one input, hashes the rows,
based on the equi-join condition, into an in-memory hash table.
Does the same for the second input and then returns matching
rows. Most useful for very large data sets (especially data
warehouses)
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By incuding one of the join hints in your T-SQL you will potentially
override the optimizer's choice of the most efficent join method. In
general, this is not a good idea and if you're not careful you could
seriously impede performance!2.

Application of the join hint applies to any query (select, insert, or
delete) where joins can be applied. Join hints are specified between two
tables.

Consider a simple report that lists Product Models, Products and
Illustrations from Adventure works:

SELECT [pm] . [Name],
[pm] . [CatalogDescription],
p. [Name] AS ProductName,
i.[Diagram]

FROM [Production] . [ProductModel] pm
LEFT JOIN [Production].[Product] p
ON [pm] . [ProductModelID] = [p].[ProductModelID]
LEFT JOIN [Production].[ProductModelIllustration]
pmi
ON [pm] . [ProductModelID] [pmi] . [ProductModelID]
LEFT JOIN [Production].[Illustration] 1
ON [pmi].[IllustrationID] = [i].[IllustrationID]
WHERE [pm] . [Name] LIKE 'SMountain%'

ORDER BY [pm].[Name] ;

We'll get the following execution plan:

12 There is a fourth join method, the Remote join, that is used when
dealing with data from a remote server. It forces the join operation from
your local machine onto the remote server. This has no affects on
execution plans, so we won't be drilling down on this functionality here.
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0 =
{Right Outer Joinj

Clustered Index Scan

Clustered Index Scan
[aventureVorks] . [Production.
Cost: 4 %

Figure 25

This is a fairly straightforward plan. The presence of the WHERE
clause using the LIKE '%Mountain%' condition means that there
won't be any seek on an index; and so the Clustered Index Scan
operators on the Product and ProductModel table make sense.
They're then joined using a Hash Match operator, encompassing 46%
of the cost of the query. Once the data is joined, the ORDER BY
command is implemented by the Sort operator. The plan continues with
the Clustered Index Scan against the ProductModellllustration table
that joins to the data stream with a Loop operator. This is repeated with
another Clustered Index Scan against the Illustration table and a join to
the data stream with a Loop operator. The total estimated cost for these
operations comes to 0.09407.

What happens if we decide that we're smarter than the optimizer and
that it really should be using a Nested Loop join instead of that Hash
Match join? We can force the issue by adding the LOOP hint to the join
condition between Product and ProductModel:

SELECT [pm] . [Name],
[pm] . [CatalogDescription],
p. [Name] AS ProductName,
i.[Diagram]

FROM [Production] . [ProductModel] pm
LEFT LOOP JOIN [Production].[Product] p
ON [pm] . [ProductModelID] = [p].[ProductModelID]
LEFT JOIN [Production].[ProductModelIllustration]
pmi
ON [pm]. [ProductModelID] = [pmi].[ProductModelID]
LEFT JOIN [Production].[Illustration] i
ON [pmi].[IllustrationID] [i].[IllustrationID]
WHERE [pm] . [Name] LIKE 'S$Mountain%'

ORDER BY [pm] . [Name] ;

If we execute this new query, we'll see the following plan:
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) ) m ]
Hested Loops Nestea Loops Clusterea Tadex scan

[aventurevorks] . [Product ion.
Cost: 7 %

Figure 26

Sure enough, where previously we saw a Hash Match operator, we now
see the Nested Loop operator. Also, the sort moved before the join in
order to feed ordered data into the Loop operation, which means that
the original data is sorted instead of the joined data. This adds to the
overall cost. Also, note that the Nested Loop join accounts for 56% of
the cost, whereas the original Hash Match accounted for only 46%. All
this resulted in a total, higher cost of 0.16234.

If you replace the previous LOOP hint with the MERGE hint, you'l
see the following plan:

Figure 27

The Nested Loop becomes a Merge Join operator and the overall cost
of the plan drops to 0.07647, apparently offering us a performance
benefit.

The Merge Join plus the Sort operator, which is required to make sure it
uses ordered data, turns out to cost less than the Hash Match or the
Nested Loop.

In order to verify the possibility of a performance increase, we can
change the query options so that it shows us the I/O costs of each
query. The output of all three queries is listed, in part, here:

Original (Hash)

Table 'Illustration'. Scan count 1, logical reads 273
Table 'ProductModelIllustration'. Scan count 1, logical
reads 183

Table 'Worktable'. Scan count 0, logical reads 0
Table 'ProductModel'. Scan count 1, logical reads 14
Table 'Product'. Scan count 1, logical reads 15
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Loop
Table 'Illustration'. Scan count 1, logical reads 273
Table 'ProductModelIllustration'. Scan count 1, logical
reads 183

Table 'Product'. Scan count 1, logical reads 555

Table 'ProductModel'. Scan count 1, logical reads 14
Merge

Table 'Illustration'. Scan count 1, logical reads 273

Table 'ProductModelIllustration'. Scan count 1, logical
reads 183

Table 'Product'. Scan count 1, logical reads 15

Table 'ProductModel'. Scan count 1, logical reads 14

This shows us that the Merge and Loop joins required almost exactly
the same number of reads to arrive at the data set needed as the original
Hash join. The differences come when we see that, in order to support
the Loop join, 555 reads were required instead of 15 for both the Merge
and Hash joins. The other difference, probably the clincher in this case,
is the work table that the Hash creates to support the query. This was
climinated with the Merge join. This illustrates the point that the
optimizer does not always choose an optimal plan. Based on the
statistics in the index and the amount of time it had to calculate its
results, it must have decided that the Hash join would perform faster. In
fact, as the data changes within the tables, it's possible that the Merge
join will cease to function better over time, but because we've hard
coded the join, no new plan will be generated by the optimizer as the
data changes, as would normally be the case.

Table Hints

Table hints enable you to specifically control how the optimizer "uses" a
particular table when generating an execution plan. For example, you
can force the use of a table scan, or specify a particular index that you
want used on that table.

As with the query and join hints, using a table hint circumvents the
normal optimizer processes and could lead to serious performance
issues. Further, since table hints can affect locking strategies, they
possibly affect data integrity leading to incorrect or lost data. These
must be used judiciously.

Some of the table hints are primarily concerned with locking strategies.
Since some of these don't affect execution plans, we won't be covering
them. The three table hints covered below have a direct impact on the
execution plans. For a full list of table hints, please refer to the Books
Online supplied with SQL Server 2005.
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Table Hint Syntax

The correct syntax in SQL Server 2005 is to use the WITH keyword
and list the hints within a set of parenthesis like this:

FROM TableName WITH (hint, hint,..)

The WITH keyword is not required in all cases, nor are the commas
required in all cases, but rather than attempt to guess or remember
which hints are the exceptions, all hints can be placed within the WITH
clause and separated by commas as a best practice to ensure consistent
behavior and future compatibility. Even with the hints that don't requite
the WITH keyword, it must be supplied if more than one hint is to be
applied to a given table.

NOEXPAND

When multiple indexed views are referenced within the query, use of the
NOEXPAND table hint will override the EXPAND VIEWS query
hint and prevent the indexed view to which the table hint applies from
being "expanded" into its underlying view definition. This allows for a
more granular control over which of the indexed views is forced to
resolve to its base tables and which simply pull their data from the
clustered index that defines it.

SQL 2005 Enterprise and Developer editions will use the indexes in an
indexed view if the optimizer determines that index will be best for the
query. This is called indexed view matching. It requires the following
settings for the connection:

e ANSI_NULL set to on

o  ANSI_WARNINGS set to on

CONCAT _NULL_YIELDS_NULL set to on
ANSI_PADDING set to on

ARITHABORT set to on
QUOTED_IDENTIFIERS set to on

e NUMERIC_ROUNDABORT set to off

Using the NOEXPAND hint can force the optimizer to use the index
from the indexed view. In Chapter 4, we used a query that referenced
one of the Indexed Views, vStateProvinceCountryRegion, in
AdventureWorks. The optimizer expanded the view and we saw an
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execution plan that featured a 3-table join. We change that behavior
using the NOEXPAND hint

SELECT a.[City],
v. [StateProvinceName],
v. [CountryRegionName]

FROM [Person] . [Address] a

JOIN [Person].[vStateProvinceCountryRegion] v WITH (
NOEXPAND )

ON [a].[StateProvinceID] = [v].[StateProvincelID]
WHERE [a] . [AddressID] = 22701 ;

Now, instead of a 3- table join, we get the following
execution plan:

| ity

Nested Loops Clustered Index Seek
[Inner Join) [ Adventurellorks] . [Ferson] . [&.
Cost: 0O % Cost: 50 %

e

Clustered Index 3eek
[ AdwventureWorks] . [Ferson] . [v.
Cost: 50 %

Figure 28

Now, not only are we using the clustered index defined on the view, but
we're seeing a performance increase, with the estimated cost decteasing
from .00985 to .00657.

INDEX()

The index() table hint allows you to define the index to be used when
accessing the table. The syntax supports either numbering the index,
starting at O with the clustered index, if any, and proceeding one at a
time through the rest of the indexes:

FROM TableName WITH (INDEX(O0))

However, I recommend that you simply refer to the index by name
because the order in which indexes are applied to a table can change
(although the clustered index will always be 0):

FROM TableName WITH (INDEX ([IndexName]))
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You can only have a single index hint for a given table, but you can
define multiple indexes within that one hint.

Let's take a simple query that lists Department Name, Title and
Employee Name:

SELECT [de] . [Name],

[e].[Title],
[c].[LastName] + ', ' + [c].[FirstName]
FROM [HumanResources] . [Department] de
JOIN [HumanResources] . [EmployeeDepartmentHistory]
edh
ON [de] . [DepartmentID] [edh] . [DepartmentID]
JOIN [HumanResources].[Employee] e
ON [edh] . [EmployeeID] = [e].[EmployeelID]
JOIN [Person].[Contact] c
ON [e].[ContactID] [c].[ContactID]
WHERE [de] . [Name] LIKE 'P%'

We get a standard execution plan:
5 @ i @ 4

Nested Loops Nested Loops Nested Loops Index Seek
Sl {Inner Join) {Inner Join) {Inner Join) [hdventureVorks] . [HumanResou
Cost: 0% cost: 0% Cost: 0 % Cost: 4 %

Index Seek

[hdventureVorks] . [HumanResou
costi 5 %

-~

Compute Sealar

oy
Clustered Index Sesk
[haventur eliorks] . [HumanResou

Clustered Index Seek
[4dvent ureorks] . [Person] . [C
Cost: 47 %

Figure 29

We see a series of Index Seek and Cluster Index Seek operations joined
together by Nested Loop operations. Suppose we'te convinced that we
can get better performance if we could eliminate the Index Seck on the
HumanResources.Department table and instead use that table's
clustered index, PK_Department DepartmentID. We could
accomplish this using the INDEX hint, as follows:

SELECT [de] . [Name],

[e].[Title],
[c].[LastName] + ', ' + [c].[FirstName]
FROM [HumanResources] . [Department] de

WITH ( INDEX ( PK Department DepartmentID ) )

JOIN [HumanResources] . [EmployeeDepartmentHistory]
edh

ON [de]. [DepartmentID] = [edh].[DepartmentID]

JOIN [HumanResources].[Employee] e

ON [edh] . [EmployeeID] = [e].[EmployeelID]
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JOIN [Person].[Contact] c
ON [e].[ContactID] [c].[ContactID]
WHERE [de] . [Name] LIKE 'P%'

This results in the following execution plan:

(Inner Join) (Inner Join) (Inner Join) [bdventureorks] . [Husanke sou
Cost: 0 % cast: 0 % Cost: o % Cost: 4 %

Compute Scalar
Cost: O %

&
Index Seek
[bdventureorks] . [Huganke sou

oy

Clustered Index Seek
[ Adventurelorks] . [HumanResou

2]
Clustered Index Seek
[4dvent ureorks] . [Person] . [C
Cast: 47 %

Figure 30

We can see the Clustered Index Scan in place of the Index Seek. This
change causes a marginally more expensive query, with the cost coming
in at 0.0739643 as opposed to 0.0739389. While the index seck is
certainly faster than the scan, the difference at this time is small because
the scan is only hitting a few more rows than the seek, in such a small
table. However, using the clustered index didn't improve the
performance of the query as we originally surmised because the query
used it within a scan instead of the more efficient seek operation.

FASTFIRSTROW

Just like the FAST n query hint, outlined above, FASTFIRSTROW
forces the optimizer to choose a plan that will return the first row as fast
as possible for the table in question. Functionally, FASTFIRSTROW is
equivalent to the FAST n query hint, but it is more granular in its
application.

Microsoft recommends against using FASTFIRSTROW as it may be
removed in future versions of SQL Server. Nevertheless, we'll provide a
simple example. The following query is meant to get a summation of
the available inventory by product model name and product name:

SELECT [pm] . [Name] AS ProductModelName,
[p]. [Name] AS ProductName,
SUM([pin]. [Quantity])

FROM [Production] . [ProductModel] pm
JOIN [Production]. [Product] p
ON [pm] . [ProductModelID] = [p].[ProductModelID]
JOIN [Production].[ProductInventory] pin

ON [p].[ProductID] [pin] . [ProductID]
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GROUP BY [pm] . [Name],

[p] . [Name]

’

It results in this execution plan:

i
Nested Loops

(Inner Join)
Cost: 2 %

2 =3
Stream Aggregate
(Rggregate)
Cost: 0 %

=

SELECT
Cost: 0 %

Hash Match
(Inner Join)
Cost: 27 %

oy

Clustered Index Seek
[Adventureworks] . [Production..
Cost: 55 %

Figure 31

As you can see, an Index Scan operation against
database returns the first stream of data. This

k5

Index Scan
[dventurellorks] . [Froduction..
Cost: 3 %

kb

Clustered Index Scan
[Adventureliorks] . [Production..
Cost: 13 %

the ProductModel
is joined against a

Clustered Index Scan operation from the Product table, through a
Hash Match operator. The data from the ProductInventory table can
be retrieved through a Clustered Index Seek and this is then joined to
the other data through a Nested Loop. Finally, the summation

information is built through a Stream Aggregate o

per atofr.

If we decided that we thought that getting the Product information a bit
quicker might make a difference in the behavior of the query we could

add the table hint, only to that table:

SELECT [pm] . [Name] AS ProductModelName,
[p]. [Name] AS ProductName,
SUM ([pin] . [Quantity])
FROM [Production] . [ProductModel] pm
JOIN [Production].[Product] p WITH ( FASTFIRSTROW )
ON [pm] . [ProductModelID] = [p].[ProductModelID]
JOIN [Production].[ProductInventory] pin
ON [p].[ProductID] [pin] . [ProductID]
GROUP BY [pm] . [Name],
[p]. [Name]

This gives us the following execution plan:
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pE
A g fcl 5%
Stream Aggregate Nested Loops Nested Loops Clustered Index Scan

(Rggregate} (Inner Join) (Inner Join) [AdventureWiorks] . [Production..
Cost: 0 % Cost: 0 % Cost: 0 % Cost: 28 %

L

Index Scan
[AdventureWorks] . [Production..
Cost: 34 %

k]

Clustered Index Seek
[AdventureWorks] . [Production..
cost: 40 %

Figure 32

This makes the optimizer choose a different path through the data.
Instead of hitting the ProductModel table first, it's now collecting the
Product information first. This is being passed to a Nested Loop
operator that will loop through the smaller set of rows from the

Product table and compare them to the larger data set from the
ProductModel table.

The rest of the plan is the same. The net result is that, rather than
building the worktable to support the hash match join, most of the
work occurs in accessing the data through the index scans and seeks,
with cheap nested loop joins replacing the hash joins. The cost estimate
decreases from .101607 in the original query to .011989 in the second.

One thing to keep in mind, though, is that while the performance win
seems worth it in this query, it comes at the cost of a change in the
scans against the ProductModel table. Instead of one scan and two
reads, the second query has 504 scans and 1008 reads against the
ProductModel table. This appears to be less costly than creating the
worktable, but you need to remember these tests are being run against a
server in isolation. I'm running no other database applications or queties
against my system at this time. That kind of additional I/O could cause
this process, which does currently run faster ~130ms vs. ~200ms, to
slow down significantly.

Summary

While the Optimizer makes very good decisions most of the time, at
times it may make less than optimal choices. Taking control of the
queries using Table, Join and Query hints where appropriate can be the
right choice. Remember that the data in your database is constantly
changing. Any choices you force on the Optimizer through these hints
today to achieve whatever improvement you'te hoping for may become
a major pain in your future. Test the hints prior to applying them and
remember to document their use in some manner so that you can come
back and test them again periodically as your database grows. As
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Microsoft releases patches and service packs, behavior of the optimizer
can change. Be sure to retest any queries using hints after an upgrade to
your server. I intentionally found about as many instances where the
query hints would help and where the query hints hurt to put the point
across; use of these hints should be considered as a last resort, not a
standard method of operation.
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CHAPTER 6: CURSOR OPERATIONS

Most operations within a SQL Server database should be set-based
rather than use the procedural, row-by-row processing embodied by
cursors. However, there may still be occasions when a cursor is the more
appropriate or more expedient way to resolve a problem. Certainly, most
query processing for application behavior, reporting and other uses, will
be best solved by concentrating on set-based solutions. However, certain
maintenance routines will be more easily implemented using cursors
(although even these may need to be set based in order to reduce the
maintenance footprint in a production system).

There are a specific set of operators that describe the effects of the
operations of a cursor, within execution plans. The operators, similar to
those for data manipulation, are split between logical (or estimated) and
physical (or actual) operators. In the case of the data manipulation
operators, these represented the possible path and the actual path
through the query, respectively. For cursors, there are bigger differences
between the logical and physical operators. The logical operators give
more information about the actions that will occur while the cursor is
created, opened, fetched, closed and de-allocated. The physical
operators show the functions that are part of the actual execution.

As with all the previous execution plans, the plans for cursors can be
output as text, graphically or as XML through the appropriate methods
for displaying each of these types of execution plans. This chapter will
use only graphical plans and will describe all of the operators that
represent the action of cursors, in these plans.

Simple Cursors

In this example, the cursor is declared with no options, accepting all
defaults, and then it is traversed straight through using the FETCH
NEXT method, returning a list of all the CurrencyCodes used in the
AdventureWorks database. I'm going to continue working with the same
basic query throughout the section on cursors because it returns a small
number of rows and because we can easily see how changes to cursor
properties affect the execution plans.

DECLARE CurrencyList CURSOR FOR
SELECT CurrencyCode FROM [Sales].[Currency]
WHERE Name LIKE '%Dollar$'
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OPEN CurrencyList
FETCH NEXT FROM CurrencyList

WHILE Q@FETCH STATUS = 0
BEGIN

-- Normally there would be operations here using data
from cursor

FETCH NEXT FROM CurrencyList
END

CLOSE CurrencyList
DEALLOCATE CurrencyList
GO

The data is returned as multiple result sets, as pictured below in Figure
1:

[ Results @ Meszages

CurrencyCode

Figure 1

Logical Operators

Use the "Display Estimated Execution Plan" option to generate the
graphical estimated execution plan for the above code. The query
consists of six distinct statements and therefore six distinct plans, as
shown in Figure 2:
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guery 1: Query cost (relative to the batch): 100%
--9ET STATISTICS XML ON --3ET SHOWPLAN XML ON --GO DECLARE CurrencyList CURSOR FOR SELECT Currer

- Jg‘n ? iy
Clustered Index Insert - Clustered Index Scan
Fetch Query 1 el Lear B K Compute Scalar a PN B
S [tenpab] . (o] . [CUT_Primaryl s [Adventurevsrks] . [Sales] . [Cu
Cost: 75 % Cost: 25 %

Query 2: Query cost (relative to the batch): 0%
OPEN CurrencyList
el
OPEN CURSOR
Cost: O %

Query 3: Query cost (relative to the batch): 0%
FETCH NEXT FROM CurrencyList
L=
FETCH CURSOR
Cost: O %

Cuery 4: Query cost (relative to the batch}: 0%
WHILE @@FETCH_STATUS =0

Th

o | Q
Cconp FETCH CURSOR

Cost: O % Cost: O %

guery 5: Query cost {(relative to the batch): 0%
END CLOSE CurrencyList
=
CLOSE CURSOR
Cost: 0%

Query 6: Query cost (relative to the batch): 0%
DERLLOCATE CurrencylList
=
DEALLOCATE CURSOR
Cost: O %

Figure 2

We'll split this plan into it component patts. The top section shows the
definition of the cursor:

DECLARE CurrencyList CURSOR FOR
SELECT CurrencyCode FROM [Sales].[Currency]
WHERE Name LIKE '%Dollar$%'

Cuery 1: Query cost {relative to the batch): 100%
DECLARE Currencylist CURSOR FOR SELECT CurrencycCode FROM [Sales].([Currency] UHERE Name LIKE ':Dollars!

«= x‘J}f'Jw =l !é‘i‘
F

i

— Petch Query Eiuscered Index Inser: Compute Sealar l Elicared Tndex Soan
Cose: 0% Cost: 0 % [wenpdb]. c;s]v.-—[ e rimaryKey] Cost: O % Kl fomest 1
Figure 3
&

This definition in the header includes the select statement that will
provide the data that the cursor uses. This plan contains our first two
cursot-specific operators but, as usual, we'll read this execution plan
starting on the right. First, we have a Clustered Index Scan against the
Sales.Currency table.
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Figure 4

The clustered index scan retrieves an estimated 14 rows. This is
followed by the Compute Scalar operator, which creates a unique
identifier to identify the data returned by the query, independent of any
unique keys on the table or tables from which the data was selected (see

[? Clustered Index Scan
canning a clustered indewx, entirely or only a range.

Physical Operation Clustered Index Scan
Logical Operation Clustered Index Scan
Estimated I/0 Cost 0.003125
Estimated CPU Cost 0.0002725
Estimated Operator Cost 0,0033975 (25%:)
Estimated Subtree Cost 0.0033975
Estimated Number of Rows 14
Estimated Row Size 45 B
Ordered True
Mode ID z
Predicate

[Adventuretvarks], [Sales].[Currency].[Mame] like M9
Dollarss!

Object
[Adventureorks].[Sales].[Currency].
[PE_Currency_CurrencyCode]
Output List

Chk100z, [AdventureWarks]. [Sales].
[Currency].CurrencyCode, [Adventureorks].[Sales].
[Currency].Mame

Figure 5, below).
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Compute Scalar
Compute new values from existing values in a row,
Physical Operation Compite Scalar
Logical Operation Compute Scalar
Estimated 10 Cost 0
Estimated CPU Cost 0.00000714
Estimated Operator Cost 0.0000203 (0%:)
Estimated Subtree Cost 0.0034173
Estimated Number of Rows 14
Estimated Row Size 21 B
Node ID 1
Oukput Lisk
Chk100Z, [AdventuretWorks].[Sales].
[Currency]. CurrencyCode, Expr100S

Figure 5

With a new key value, these rows are then inserted into a temporary
clustered index, created in tempdb. This clustered index is the
mechanism by which the server is able to walk through a set of data as a
cursor (Figure 5, below). It's commonly referred to as a "work table".

Clustered Index Insert
Insert rows in a clustered index,
Physical Operation Clustered Index Insert
Logical Operation Insert
Estimated I,/0 Cost 0.01
Estimated CPU Cost 0.000014
Estimated Operator Cost 0.010014 (75%:)
Estimated Subtree Cost 0.0134318
Estimated Number of Rows 14
Estimated Row Size 17B
Mode ID 1]
Object
[tempdb].[dba]. [CWT _Primarykey]
Output Liskt
[Adventuretiorks].[Sales].[Currency]. CurrencyCode,
Expri003
Predicate
[CWT].[COLUMMO] = [Adventuretarks]. [Sales].
[Currency]. [CurrencyCade], [CWT] [CHECKSUML] =
[Chk1002], [CwT].[ROWID] = [Expri0ns]

Figure 6
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After that, we get our first cursor operation.

Fetch Query

e

The Fetch Query operation is the one that actually retrieves the rows
from the cursor, the clustered index created above, when the FETCH
command is issued. The ToolTip displays the following, familiar
information (which doesn't provide much that's immediately useful):

Fetch Query
The query used to refrieve rows when a
fetch is issued against a cursor,

Cached plan size 16 B
Estimated Operator Cost 0 (0%
Estimated Subtree Cost 00134318

Figure 7

Finally, instead of yet another Select Operator, we finish with a
Dynamic operator.

Dynamic

F
The Dynamic operator contains the definition of the cursor itself; in
this case, the default cursor type is a dynamic cursor, which means that
it sees data changes made by others to the underlying data, including
inserts, as they occur. This means that the data within the cursor can

change over the life of the cursor. The ToolTip, this time, shows some
slightly different, more detailed and useful information:



Chapter 6: Cursor Operations

Figure 8

Dynamic
Cursor that can see al changes made by
others.

Estimated Operator Cost 0 (0%

Estimated Subtree Cost 00134318

Statement

DECLARE CurrencyList CURSOR, FOR,
SELECT CurrencyCode FROM [Sales].
[Currency]

WHERE Mame LIKE '"%Dallarss’

175

Unlike the DML queries before, we see a view of the direct TSQL that
defined the cursor, rather than the SQL statement after it had been
bound by the optimization process.

Cursor Catchall

cl

The next five sections of our original execution plan, from Figure 2, all
feature a generic icon known as the Cursor Catchall. In general, a
catch-all icon is used for operations that Microsoft determined didn't
need their own special graphic.

In Query 2 and Query 3 we see catchall icons for the OPEN CURSOR
operation, and the FETCH CURSOR operation:

OPEN CurrencyList

FETCH NEXT FROM CurrencyList
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3§§ry 2 Query cost (relative to the batch): 0%
I CurrencyList

cl

OFEN CURSOR
Cost: 0O %

Juery 3: Query cost (Eelative to the batch): 0%
FETCH NEEZT FROM CurrencyList

c]

FETCH CUREOER
Costc: 0O %

Figure 9

Query 4 shows the next time within the T-SQL that the FETCH
CURSOR command was used, and it shows a language element icon,
for the WHILE loop, as a COND or conditional operator.

WHILE Q@FETCH STATUS = 0

BEGIN

--Normally there would be operations here using data from
cursor

FETCH NEXT FROM CurrencylList
END

uery 4: Query oSt (Felative to the batech): 0%
ILE BEFETCH STATUS = 0O

i <]

COMD FETCH CUTRS0OR
Cost: 0O % Cosc: 0O %
Figure 10

Finally, Query 5 closes the cursor and Query 6 deallocates it, removing
the cursor from the tempdb.

CLOSE CurrencyList
DEALLOCATE CurrencyList
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Couery 5: Query cost (relative to the batch): 0%
END CLO3IE Currencylist

< s
CLOZE CURSOR
Cost: 0O %

Cuery 6: Query cost (relative to the batch): 0%
DEALLOCATE CurrencylList

<]

DEALLOCATE CURSOR
Cost: 0O %

Figure 11

Physical Operators

When we execute the same script, using the "Display Graphical
Execution Plan" option, the actual execution plan doesn't mirror the
estimated plan. Instead we see the following:
b (50
s 853 1}
w Clustered Index Insert 3 Clustered Index Scan

FETCH CURSOR e b ot S o Compute Scalar S Lt . (i &
e [tewpdb] . [dbo] . [CHT_Primary R [AdventureTorks] . [Sales] . [Cu

Cost: 75 % Cost: 25 &
Figure 12

This simple plan is repeated fifteen times, once for each row of data
added to the cursor (note the slight discrepancy between the actual
number of rows, fifteen, and the estimated fourteen rows you'll see in
the ToolTip).

One interesting thing to note is that there are no cursor icons present in
the plan. Instead, the one cursor command immediately visible,
FETCH CURSOR, is represented by the generic T-SQL operator icon.
This is because all the physical operations that occur with a cursor are
represented by the actual operations being performed, and the FETCH
is roughly equivalent to the SELECT statement.

Hopefully, this execution plan demonstrates why a dynamic cursor may
be costly to the system. It's performing a clustered index insert, as well
as the reads necessary to return the data to the cursor, as each of the
fifteen separate FETCH statements are called. The same query, outside
a cursor, would return a very simple, one-step execution plan:
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k=

Index Scan
[Adventurallorks] . [Sales]. [Currancy] ..
Cost: 100 %

Figure 13

More Cursor Operations

Changing the settings and operations of the cursor results in differences
in the plans generated. We've already seen the dynamic cursor; next we'll
take a look at the other three cursor types.

STATIC Cursor

Unlike the Dynamic cursor, outlined above, the Static cursor is a
temporary copy of the data, created when the cursor is called. This
means that it doesn't get underlying changes to the data over the life of
the cursor. To see this in action, change the cursor declaration as
follows:

DECLARE CurrencyList CURSOR STATIC FOR

Logical Operators

Now generate an estimated execution plan. You should see six distinct
plans again. Figure 14 shows the plan for the first query, which
represents the cursor definition. The remaining queries in the estimated
plan look just like the Dynamic query in Figure 2.

i, 33 I+
= ot ¥ =5 m [

LT Clustered Tndex Inserc Sequence Project e Index Scan
it Ctempeb] . (o] . [CUT_P imar yK (Compute Scalar) o [Adventuretorks] . [Sales] . [Cu
: Cost: 60 3 Cost: 0 % : Cost: 20 %

Figure 14

Starting at the top right, as usual, we see an Index Scan to get the data
out of the Sales.Currency table. Data from here is passed to the
Segment operator. The Segment operator divides the input into
segments, based on a particular column, or columns. In this case, as you
can see in the ToolTip, it's based on a detived column called
Segment1006. The derived column splits the data up in order to pass it
to the next operation, which will assign the unique key.
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Figure 15
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Segment

Segment.

Physical Operation Segment
Logical Operation Segment
Estimated 1,/0 Cost 0
Estimated CPU Cost 0.0000003
Estimated Operator Cost 0.0000206 (0%
Estimated Subtree Cost 0.0034181
Estimated Number of Rows 14
Estimated Row Size 17B
Segment Column Segment100s
Node 1D 3
Output List

[Adventurewaorks] [Sales].

[Currency].CurrencyCode, Segment 1006

Cursors require work tables and to make these tables efficient, SQL
Server creates them as a clustered index with a unique key. This time, in
the Static cursor, it generates the key after the segments are defined. The
segments are passed on to the Compute Scalar operator, which adds a
string valued "1" for the next operation, Sequence Project. This logical
operator represents a physical task that results in a Compute Scalar
operation. It's adding a new column as part of computations across the
set of data. In this case, it's creating row numbers through an internal
function called i4_row_number. These row numbers are used as the
identifiers within the clustered index.
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Sequence Project
Adds columns to perform computations over an
ordered set,
Physical Operation Sequence Project
Logical Operation Compute Scalar
Estimated I,/0 Cost 0
Estimated CPU Cost 00000014
Estimated Operator Cost 0 (0%
Estimated Subtree Cost 0.0034175
Estimated Number of Rows 14
Estimated Row Size 17B
Node ID 1
Output List
[AdventureWorks].[Sales].
[Currency ] CurrencyCode, Expr 1005

Figure 16

The data, along with the new identifiers, is then passed to the Clustered
Index Insert operator and then on to the Population Query cursor
operatof.

Population Query
=

The Population Query cursor operator "populates the work table for a
cursor when the cursor is opened" or in other words, from a logical
stand-point, this is when the data that has been marshaled by all the
other operations is loaded into the work table (the clustered index).

The Fetch Query operation retrieves the rows from the cursor via an
index seek on our tembdb index. Notice that, in this case, the Fetch
Query operation is defined in a separate sequence, independent from
the Population Query. This is because this cursor is static, meaning that
it doesn't update itself as the underlying data updates, again, unlike the
dynamic cursor which reads its data each time it's accessed.

Snapshot

=

Finally, we see the Snapshot cursor operator, representing a cursor that
does not see changes made to the data by others.

Clearly, with a single insert operation and then a simple clustered index
seek to retrieve the data, this cursor will operate much faster than the
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dynamic cursor we were provided by default. The Index Seek and the
Fetch operations show how the data will be retrieved from the cursor.

Physical Operators

If we execute the query and display the Actual Execution plan, we get
two distinct plans. The first plan is the query that loads the data into the
cursor work table, as represented by the clustered index. The second
plan is repeated and we see a series of plans identical to the one shown
for Query 2 below, which demonstrate how the cursor is looped
through by the WHILE statement.

Query 1: Query cost (relative to the batch): 20%
OPEN CurrencyList

P

[0
Clustered Index Insert
[tempeb] . [aho] . [CUT_Pr imar vE
Cost: 75 %

Compute Scalar Segment
Cost: 0 % Cost: D %

Query 2: Query cost (relative to the batch): 5%
FETCH NEXT FROM CurrencyList

= o

[temph] . [dhe] . [CVT_Primary.
Cost: 100 %

FETCH CURSOR
Cast: 0 %

Figure 10

These execution plans accurately reflect what the estimated plan
intended. Note that the cursor was loaded when the OPEN CURSOR
statement was called. We can even look at the Clustered Index Seek
operator to see it using the row identifier created during the population
of the cursor.
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Figure 11

Clustered Index Seek
Scanning a particular range of rows from a clustered
index.

Physical Operation Clustered Index Seek
Logical Operation Clustered Index Seek
Actual Number of Rows 1
Estimated I /0 Cost 0003125
Estimated CPU Cost 00001551
Estimated Operator Cost 0.0032831 {100%)
Estimated Subtree Cost 0.0032531
Estimated Number of Rows 1
Estimated Row Size 17B
Actual Rebinds o
Actual Rewinds 0
Ordered True
Node ID 0
Object

[tempdb].[dbo].[CWT_Primarykiey]

Output List

[CWTL.COLUMNO, [CWT ] ROWID

Seek Predicates

Prefix: [CWT].ROWID = Scalar Operator
{FETCH_RANGED))

KEYSET Cursor

3

The dynamic cursor, our first example, retrieves data every time a
FETCH statement is issued against the cursor, moving through the
data within the cursor in any direction, so that it can "dynamically”
retrieve changes to the data as well as account for inserts and deletes.
The static cursor, as described above, simply retrieves the data set

needed by the cursor a single time.

The Keyset cursor retrieves a defined set of keys as the data defined
within the cursor, but it allows for the fact that data may be updated
during the life of the cursor. This behavior leads to yet another

execution plan, different from the previous two examples.

Let's change the cursor definition again:

DECLARE CurrencyList CURSOR KEYSET FOR
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Logical Operators

The estimated execution plan should look as shown in Figure 19:

Figure 12

Now that we've worked with cursors a bit, it's easy to recognize the two
paths defined in the estimated plan; one for populating the cursor and
one for fetching the data from the cursor.

The top line of the plan, containing the Population Query operation, is
almost exactly the same as that defined for the Static cursor. The second
Scalar operation is added as a status check for the row. It ends with the
Keyset cursor operator, indicating that the cursor can see updates, but
not inserts.

The major difference is evident in how the Fetch Query works, in order
to support the updating of data after the cursor was built. Figure 20
shows that portion of the plan in more detail:

ol = fcl ol &y
. Hested Loops Nested Loops Clustered Index Sesk
Fz:,ﬂzeiy EDTQ";; SUEE:E’ (lefc Outer Join) (Left Duter Joini [teupdn]. [dbol . [CWT_PrimaryKey]
: : Cost: 0% Cost: 0 % Cost: 11%
&
Clustersd Index Sesk
{adventuraiorks] . [Sales]. [Carzencyl .
Cost: 11 %
P
b4
[
Clustered Index Updace I
[teupdbl . [dbel. [CWI_Primaryhey] pulinat
Cost: 33 b
Figure 20

Going to the right and top of the Fetch Query definition, we find that it
first retrieves the key from the index created in the Population Query.
Then, to retrieve the data, it joins it, through a Nested Loop operation
to the Sales.Currency table. This is how the KeySet cursor manages to
get updated data into the set returned while the cursor is active.

The Constant Scan operator scans an internal table of constants. The
data from the constant scan feeds into the Clustered Index Update
operator, in order to be able to change the data stored, if necessary. This
data is joined to the first set of data through a Nested Loop operation
and finishes with a Compute Scalar representing the row number.
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Physical Operators

When the cursor is executed for real, we get the plan shown in Figure
21:

sty 34 I 4
Clustered Tndex Tnserc

OPEN CURSOR e % Compute scalar
eah o TERap ) ) - (W EES oty A

Query 2: Query cost (relative to the batch): 6%
FETCH NEXT FROM CurrencyList

Clustered I seek
[Raventurevorks] . [Sales] . [Cu.
Cost: 20 %

Clustered Index Update
[tempab] . [dbo] . [CUT_Pr imaryK_
Cast: 60 %

Figure 21

Step one contains the OPEN CURSOR operator, and populates the
key set exactly as the estimated plan envisioned.

In Query 2, the FETCH NEXT statements against the cutsor activate
the FETCH CURSOR operation fifteen times as the cursor walks
through the data. While this can be less costly than the dynamic cursors,
it's cleatly mote costly than a static cursor. The petformance issues
come from the fact that the cursor queries the data twice, once to load
the key set and a second time to retrieve the row data. Depending on
the number of rows being retrieved into the work table, this can be a
costly operation.

READ_ONLY Cursor

Each of the preceding cursors, except for static, allowed the data within
the cursor to be updated. If we define the cursor as READ_ONLY
and run "Display Estimated Execution Plan":

DECLARE CurrencyList CURSOR READ ONLY FOR

We sacrifice the ability to capture changes in the data, but we arrive at
what is known as a Fast Forward cursor:

L= bﬁ;

Index Scan
[ AdwventurelWorks] . [3ales] . [Cu.
Cost: 100 %

Fetch Query
Cost: 0O %

Figure 22
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Cleatly, this represents the simplest cursor definition plan that we've
examined. Unlike for other types of cursor, there is no branch of
operations within the estimated plan. It simply reads what it needs
directly from the data. In our case, an Index Scan operation against
CurrencyName index shows how this is accomplished. The amount of
I/O, compared to any of the other execution plans, is reduced since
there is not a requirement to populate any work tables. Instead there is a
single step: get the data. The actual execution plan is identical except
that it doesn't have to display the Fast Forward logical operator.

Cursors and Performance

As has been previously noted, execution plans are used in order to
understand what is occurring within the query engine and the order in
which it's happening, This understanding is most frequently used to
improve the performance of queries and cursors are a nototious source
of performance bottlenecks.

The following example will show how each of the cursors perform, how
you can tweak their performance, and finally how to get rid of the
cursor and use a set-based operation that performs better.

In order to satisfy a business requirement, we need a report that lists the
number of sales by a particular store, assigning an order to them and
then, depending on the amount sold, displays what kind of sale this is
considered.

Here's a query, using a dynamic cursor, which might do the trick:

DECLARE @WorkTable TABLE
(
[DateOrderNumber] INT IDENTITY (1, 1)
, [Name] VARCHAR (50)
[OrderDate] DATETIME
[TotalDue] MONEY
[SaleType] VARCHAR(50)

DECLARE @DateOrderNumber INT
,@TotalDue Money

INSERT INTO @WorkTable

(

[Name]

, [OrderDate]

, [TotalDue]

)

SELECT s.[Name]

,soh. [OrderDate]
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,soh. [TotalDue]

FROM [Sales].[SalesOrderHeader] AS soh
JOIN [Sales].[Store] AS s
ON soh. [CustomerID] = s.[CustomerID]
WHERE soh. [CustomerID] = 17

ORDER BY soh. [OrderDate]

DECLARE ChangeData CURSOR
FOR SELECT [DateOrderNumber]

, [TotalDue]

FROM @WorkTable

OPEN ChangeData
FETCH NEXT FROM ChangeData INTO @DateOrderNumber, @TotalDue

WHILE Q@FETCH STATUS = 0
BEGIN
-- Normally there would be operations here using data
from cursor
IF @TotalDue < 1000
UPDATE (@WorkTable

SET SaleType = 'Poor'
WHERE [DateOrderNumber] = @DateOrderNumber
ELSE
IF @TotalDue > 1000
AND @TotalDue < 10000
UPDATE (@WorkTable
SET SaleType = 'OK'
WHERE [DateOrderNumber] = @DateOrderNumber
ELSE
IF @TotalDue > 10000
AND @TotalbDue < 30000
UPDATE (@WorkTable
SET SaleType = 'Good'
WHERE [DateOrderNumber] =
@DateOrderNumber
ELSE
UPDATE (@WorkTable
SET SaleType = 'Great'
WHERE [DateOrderNumber] =
@DateOrderNumber
FETCH NEXT FROM ChangeData INTO @DateOrderNumber,
@TotalDue
END

CLOSE ChangeData
DEALLOCATE ChangeData

SELECT *
FROM @WorkTable

Whether or not you've written a query like this, you've certainly seen
them. The data returned from the query looks something like this:

Number Name OrderDate TotalDue SaleType
1 Trusted Catalog Store 2001-07-01 18830.1112 Good
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2 Trusted Catalog Store 2001-10-01 13559.0006 Good
3 Trusted Catalog Store 2002-01-01 51251.2959 Great
4 Trusted Catalog Store 2002-04-01 78356.9835 Great
5 Trusted Catalog Store 2002-07-01 9712.8886 OK
6 Trusted Catalog Store 2002-10-01 2184.4578 OK
7 Trusted Catalog Store 2003-01-01 1684.8351 OK
8 Trusted Catalog Store 2003-04-01 1973.4799 OK
9 Trusted Catalog Store 2003-07-01 8897.326 OK
10 Trusted Catalog Store 2003-10-01 10745.818 Good
11 Trusted Catalog Store 2004-01-01 2026.9753 OK
12 Trusted Catalog Store 2004-04-01 702.9363 Poor

The Estimated Execution Plan (not shown here) displays the plan for
populating the temporary table, and updating the temporary table, as
well as the plan for the execution of the cursor. The cost to execute this
script, as a dynamic cursor, includes not only the query against the
database tables, Sales.OrderHeader and Sales.Store, but the insert
into the temporary table, all the updates of the temporary table, and the
final select from the temporary table. The result is about 27 different
scans and about 113 reads.

Let's take a look at a sub-section of the Actual Execution Plan, which
shows the fetch from the cursor and one of the updates:

Query Z: Query cost (relative to the batch): 3%
FETCH MEXT FROM Changelata INTO BEDateCrderNumber, @TotalDue

sty
el 655 & T
rricn coon e S e copice s e e
Cost: 0 % [tempdh]. [dbo] . [CUT_Drimaryiey] Cost D 3 [@ior s
Cost: 75 % Cost: 25 %

Query 3: Query cost (relative to the batch)l: 3%

UPDATE @WorkTakble 3ET SaleType = 'Good' WHERE [DateCrderNumber] = [latedrderNuwber
3:1 W1
sat (3 !
s 3
UEDATE 'f;;lek_?;ﬁ“? Compute Scalar Top [;;M;T;:in]
~ oY e - - ar. )
Cost: 03 Cost: 75 % Fost: 0% Fost: 0% Cost: 25 %
Figure 23

We can see that each of the cycles through the cursor accounts for
about 6% of the total cost of the entire script, with the fetch from the
cursor accounting for half that cost, repeated for each of the 12 rows.

Focusing on the top of the plan, where we see the cursor performing,
we can see that 25% of the cost comes from pulling data from the
temporary table. This data is then passed to a Compute Scalar, which
assigns a row id value. This data is then inserted into the clustered index
that is the cursor and finally the FETCH CURSOR operator
represents the actual retrieval of the data from the cursor.

To see which cursor might perform better, we'll change this dynamic
cursor to a static one by modifying the script slightly:
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DECLARE ChangeData CURSOR STATIC

Now, with the rest of the code the same, let's re-examine the same sub-
section of the Actual Execution Plan:

Query 3: Query cost (relative to the batch): 1%
FETCH NEXT FROM ChangeData INTO BDateOrderNumber, [BTotallue

3 %y
Clustered Index Seek
[tempdb]. [dbol. [CWT_PrimaryKey]
Cost: 100 %

FETCH CURS0DR
Cost: 0O %

Query 4: Query cost (relative to the batch): 5%

UPDATE EWorkTable SET ZaleType = 'Good' WHERE [DateOrderNunber] = @DateOrderNumber
e z ij [
g
UILATE fzalekgigicf Compute Scalar Top [é:hlzT:E?“
. or e N _ or] e
Cost: O % oot 78 % Cost: O 3 Cost: O % oot 2E 3

Figure 24

Notice that the cursor is now only accounts for 1% of the total cost of
the operation, because the Static cutsor only has to access what's
available, not worry about retrieving it from the table again. However
this comes at a cost. The original query ran in approximately 46ms. This
new query is running approximately 75ms. The added time comes from
loading the static data.

Let's see how the Keyset cursor fairs. Change the script so that the
keyset declaration reads:

DECLARE ChangeData CURSOR KEYSET

This results in the following sub-section of the Actual Execution Plan

QJuery 5: Query cost (relative to the hatch): 1%
FETCH MEXT FROM ChangeDats INTO @DateOrderNumber, [Totallue

ﬂ 1J§!I
FETCH CURS0E Clustered Index Zeek
[teupdb]. [dbol . [CWT_Primaryiey]
Cost: 100 %

Cost: O %

Query G: Query cost (relative to the batch): 5%
UPDATE @WorkTable SET SaleType = 'Good' WHERE [DateOrderNunker] = BDateCrderNumber

= | = = g2

Table Update

TEDATE RockT o o) Compute Scalar Top [é;blsz;T“]

" or e ) - or e

Cost: 0O % Cost- 75 & Cost: 0O % Cost: 0O % Cost- 2E &
Figure 25

Again, the cost relative to the overall cost of the script is only 1%, but
unlike the STATIC cursort, the snapshot cursor performs slightly better
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(30ms) because this time only the key values are moved into the work
table for the cursor.

Let's change the cursor again to see the read only option:

DECLARE ChangeData CURSOR READ ONLY

Now, the same sub-section of the plan looks as shown in Figure 26:

Query 4: Query cost (relative to the batch): 1%
FETCH MEXT FROM ChangeData INTO @DateCrderNumber, @TotalDue

FWJ .I

Table Scan
[AWarkTahle]
Cost: 100 %

FETCH CURSOR
Cost: O %

Query 5: Query cost (relative to the batch): 5%

UPDLTE @WorkTable 3ET 3aleType = 'Good' WHERE [DateCOrderNumber] = @DatelOrderNumber
3 - n
s -
[T-51 =
UIDATE TzalekgzgitT Compute Scalar Top [;;bl:ngi“
. o = N N o =
Cost: 0O % Cost- 75 % Cost: 0O % Cost: 0O % Cost- 25 &

Figure 26

Here again, the FETCH from the cursor only accounts for 1% of the
overall cost, but the load of the read only cursor takes a bit longer, so
this one is back up to about 40ms.

If these tests hold relatively true, then the keyset cursor is the fastest at
the moment. Let's see if we can't make it a bit faster. Change the cursor
declaration so that it reads like this:

DECLARE ChangeData CURSOR FAST FORWARD

This FORWARD_ONLY option causes the cursor to only go forward,
and to be a READ_ONLY cursor. It results in the same physical plan
as show above in Figure 26

In many cases, setting the cursor to FORWARD_ONLY and
READ_ONLY, through the FAST_FORWARD setting, will result in
the fastest performance. However, in this case, it didn't change anything

appreciably. Let's see if we have any more luck by making the key set
cursor FORWARD_ONLY:

DECLARE ChangeData CURSOR FORWARD ONLY KEYSET
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The resulting execution plan is the same, and the performance isn't
really changed. So, short of tuning other parts of the procedure, the
simple KEYSET is probably the quickest way to access this data.

However, what if we eliminate the cursor entirely? We can rewrite the
script so that it looks like this:

SELECT ROW_NUMBER () OVER (ORDER BY soh. [OrderDate])
,S. [Name]
,soh. [OrderDate]
,soh. [TotalDue]
, CASE
WHEN soh. [TotalDue] < 1000
THEN 'Poor'
HEN soh. [TotalDue] BETWEEN 1000 AND 10000

THEN 'OK'
WHEN soh. [TotalDue] BETWEEN 10000 AND 30000
THEN 'Good'

ELSE 'Great'
END AS [SaleTypel

FROM [Sales] . [SalesOrderHeader] AS soh
JOIN [Sales].[Store] AS s
ON soh. [CustomerID] = s.[CustomerID]
WHERE soh. [CustomerID] = 17

ORDER BY soh. [OrderDate]

This query returns exactly the same data. But the performance is
radically different. It performs a single scan on SalesOrderHeader
table and about 40 reads between the two tables. The execution time is
recorded as Oms, which isn't true, but gives you an indication of how
much faster it is than the cursor. Instead of a stack of small execution
plans, we have a single step execution plan:

Figure 27

The plan is actually a bit too large to see clearly here but the key take-
away is that the main cost for this query is the operator at the lower
right. This is a key lookup operation that takes up 54% of the cost.
That's a tuning opportunity, as we saw in the previous chapter.
Eliminating the lookup will make this query even faster.

This example was fairly simple. The amount of data was relatively small
and most of the cursors operated well enough to be within the
performance margins of most large scale systems. However, even with
all that, it was possible to see differences between the types of cursors
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and realize a major performance increase with the elimination of the
cursot. It shouldn't be too difficult to see how, when working with
12,000 rows instead of 12, the same operations above would be radically
costly and just how much changing from cursors to set based operations
will save your production systems.

Summary

More often than not, cursors should be avoided in order to take
advantage of the set-based nature of T-SQL and SQL Server. Set-based
operations just work better. However, when you are faced with the
necessity of a cursor, understanding what you're likely to see in the
execution plans, estimated and actual, will assist you in using the cursor
appropriately.

Don't forget that the estimated plan shows both how the cursor will be
created, in the top part of the plan, and how the data in the cursor will
be accessed, in the bottom part of the plan. The primary differences
between a plan generated from a cursor and one from a set-based
operation are in the estimated execution plans. Other than that, as you
have seen, reading these plans is really no different than reading the
plans from a set-based operation: start at the right and top and work
your way to the left.. There are just a lot more plans generated by the
nature of how cursors work.
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CHAPTER 7: XVIL IN EXECUTION PLANS

With the advent of SQL Server 2005, XML is playing an ever-greater
role in a large numbers of applications, and use of XML, within stored
procedures, does impact the execution plans generated.

You can break down XML operations within SQL Server into four
broad categories:

e  Storing XML - The XML datatype is used to store XML, as
well to provide a mechanism for XQuery queries and XML
indexes.

e Querying XML documents using XQuery

e Inserting XML into tables - OPENXML accepts XML as a
parameter and opens it within a query for storage, or
manipulation, as structured data

e Converting relational data to XML - the FOR XML clause can
be used to output XML from a query

We will cover the vatrious types of XML output, using the FOR XML
commands. Fach form of the FOR XML command requires different
T-SQL and will result in different execution plans, as well as differences
in performance.

You can read XML within SQL Server using either OPENXML or
XQuery. OPENXML provides a rowset view of an XML document. We
will explore its use via some execution plans for a basic OPENXML
query, and will outline some potential performance implications.

XQuery is a huge topic and we will barely scratch its surface in this
chapter, merely examining a few simple examples via execution plans.
To cover it in any depth at all would require an entire book of its own.

XML can cause performance issues in one of two ways. Firstly, the
XML Parser, which is required to manipulate XML, uses memory and
CPU cycles that you would normally have available only for T-SQL. In
addition, the manner in which you use the XML, input or output, will
affect the plans generated by SQL Server and can therefore lead to
performance issues.

Secondly, manipulating XML data uses good old fashioned T-SQL
statements, and poorly written XML queries can impact performance
just as any other query can, and need to be tuned in the same manner as
any other in the system.
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FOR XML

If you want to output the result of a query in XML format, then you
can use the FOR XML clause. You can use the FOR XML clause in
one of the following four modes:

e AUTO - returns results as nested XML elements in a simple
hierarchy (think: table = XML element)

e RAW - transforms each row in the results into an XML
element, with a generic <tow /> identifier as the element tag.

e EXPLICIT - allows you to explicitly define the shape of the
resulting XML tree, in the query itself

e PATH - A simpler alternative to EXPLICIT for controlling
clements, attributes and the overall shape of the XML tree.

Each of these methods requires a different type of T-SQL in order to
arrive at the same type of output. These queries have different
performance and maintenance issues associated with them. We will
explore all three options and point out where each has strengths and
weaknesses.

In our first example, the requirement is to produce a simple list of
employees and their addresses. There is no real requirement for any type
of direct manipulation of the XML output and the query is simple and
straight forward, so we'll use XML AUTO mode. Here's the query:

SELECT [FirstName],

. [LastName],

. [EmailAddress],

. [Phone],

. [EmployeeID],

. [Gender],

. [AddressLinel],

. [AddressLine2],

- [City],

. [StateProvincelID],

. [PostalCode]

FROM [Person] . [Contact] c
INNER JOIN [HumanResources].[Employee] e
ON c. [ContactID] = e.[ContactID]
INNER JOIN [HumanResources].[EmployeeAddress] ea
ON e. [EmployeeID] = ea.[EmployeelD]
INNER JOIN [Person].[Address] a
ON ea.[AddressID] = a.[AddressID]

FOR XML AUTO

QLYY O0QaQa

This generates the actual execution plan shown in Figure 1:
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] 23 23 ki
Nested Loops Hash Match Hash Natch Index Scan
(Inner Join) (Inner Join) ({Inner Join) [AdventureWorks] . [HumanResou.
Cost: 0% Coat: 27 % Cost: 6 % Loats I %
by

Clustersd Index Scan
[ AdventureWorks] . [HumanResou
Cost: z %

&

Index Scan
[Adventureliorks] . [Person] . [4
Cost: 47 %

wofy

Clustered Index Seek
[AdventureVorks] . [Perseon] . [C.
Cost: 17 %

Figure 1

The difference between this execution plan and that for any "normal"
query may be hard to spot. It's at the very end. Instead of a T-SQL
SELECT operation, we see an XML SELECT operation. That is the
only real change. Otherwise it's simply a query.

Let's consider a second, somewhat simpler, query and compare the
output using the various modes. Starting with AUTO mode again:

SELECT s.Name AS StoreName,
c.ContactlID,
c.ContactTypelID
FROM Sales.Store s
JOIN [Sales].[StoreContact] ¢ ON s.[CustomerID]
c. [CustomerID]
ORDER BY s. [Name]

FOR XML AUTO
4
= T s 5]
XML SELECT sort Merge Jo?n 2 Clustereﬁzlndex fcan
[ —_— Cost: 19 8 {Inner Join) [AdventureWorks].[Sales] . [St..
Cost: 8 % Cost: &7 %
Clustered Index Scan
[AdventureWorks].[Sales] . [St..
Cost: & %
Figure 2

The estimated cost of the plan is 0.12. The XML output looks as
follows:

<s StoreName="A Bicycle Association">
<c ContactID="956" ContactTypeID="11" />
</s>
, <s StoreName="A Bike Store">
<c ContactID="322" ContactTypeID="11" />
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</s>

The same results are seen, in this case, if we use XML RAW mode.

XML EXPLICIT mode allows you to exert some control over the
format of the XML generated by the query — for example, if the
application or business requirements may need a very specific XML

definition, rather than the generic one supplied by XML AUTO.

Without getting into a tutorial on XML EXPLICIT, you write the
query in a way that dictates the structure of the XML output, through a

series of UNION operations. Here is a simple example:

UNION ALL

c.[CustomerID]

SELECT 1 AS Tag,
NULL AS Parent,
s.Name AS [Store!l!StoreName],

NULL AS [Contact!2!ContactID],
NULL AS [Contact!2!ContactTypelID]
FROM Sales.Store s

SELECT 2 AS Tag,
1 AS Parent,
s.Name AS StoreName,
c.ContactID,
c.ContactTypelID
FROM Sales.Store s
JOIN [Sales].[StoreContact] ¢ ON s.[CustomerID] =

ORDER BY [Store!l!StoreName],
[Contact!2!ContactID]
FOR XML EXPLICIT

JOIN [Sales].[StoreContact] ¢ ON s.[CustomerID] =
c. [CustomerID]

The actual execution plan for this query is somewhat more complex and

is shown in Figure 3:

i

Figure 3
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The estimated cost of the plan is much higher at 0.29. The XML
output, in this case, looks as follows:

<Store StoreName="A Bicycle Association">
<Contact ContactID="956" ContactTypeID="11" />
</Store>
<Store StoreName="A Bike Store">
<Contact ContactID="322" ContactTypeID="11" />
</Store>

If you remove the FOR XML EXPLICIT clause and recapture the
plan then you'll see that, apart from seeing the Select instead of XML
Select operator, the plans are the same in every way, up to and including
the cost of each of the operations. The difference isn't in the execution
plan, but rather in the results. With FOR XML EXPLICIT you get
XML, without it, you get an oddly-formatted result set.

Even with this relatively simple example, you can see how, because of
the multiple queries unioned together, while you get more control over
the XML output, it comes at the cost of increased maintenance, due to
all the UNION operators and the explicit naming standards, and
decreased performance due to the increased number of queries required
to put the data together.

An extension of the XML AUTO mode allows you to specify the
TYPE directive in order to better control the output the results of the
query as the XML datatype. The following query is essentially the same
as the previous one, but is expressed using this simpler syntax that is
now available in SQL Server 2005:

SELECT s.[Name] AS StoreName,
( SELECT c.ContactID,
c.ContactTypelID
FROM [Sales] . [StoreContact] c
WHERE c. [CustomerID] = s.[CustomerID]
FOR
XML AUTO,
TYPE,
ELEMENTS
)
FROM [Sales] . [Store] s
ORDER BY s. [Name]
FOR XML AUTO,
TYPE
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The ELEMENTS directive specifies that the columns within the sub-
select appear as sub-elements within the outer select statement, as part
of the structure of the XML:

<s StoreName="A Bicycle Association">
<c>
<ContactID>956</ContactID>
<ContactTypeID>11</ContactTypelID>
</c>
</s>

The resulting execution plan does look a little different, as shown in
Figure 4:

: - 5 ; ks
= (&
SELECT UDX Compute Scalar Nested Loops sort Clustered Index Scan
. . > a (Inner Toin) . [Adventuretorks] . [Sales]. [St..
Cost: 0 % Cost: 0 % Cost: 0 % A Cost: 0 % A
& o
DK Clustered Index Seek
s [Adventureliorks] . [Sales]. [St..
Cost: 0 %
Cost: 55 3
Figure 4
S

The estimated cost of the plan is 0.23. Two UDX operators have been
introduced. The UDX operator is an extended operator used by
XPATH and XQUERY operations. XPATH and XQUERY are two
different ways to querying XML data directly. In our case, by examining
the properties window, we can see that the UDX operator on the lower
right of the plan is creating the XML data:
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B Misc

Actual Mumber of Rows 701

Actual Rebinds 0

Actual Rewinds 0

Defined Values Expr 1004

Memory Fractions Memory Fractons Input: O, Memory Fractions Gu

Espr 1004 =

B Used UDx Colurmns [AdventureWWorks ] [Sales] [StoreContact]. Contact
B [1] [AdventureWWorks ] [Sales] [StoreContact]. Contact
B[2] [AdventureWWorks ] [Sales] [StoreContact]. Contact

Figure 5

The output is Exprl004, which consists of the two columns from the
StoreContact table: ContactID and ContactTypelID. This data is
joined with the sorted data from the clustered index scan on the Stores
table. The next UDX operator takes this data which as been joined
through a nested loop with the outer query against the Store data and
then given a Scalar, probably some of the XML definitions or a
checksum (calculation value), for the final output as full fledged XML.

Finally, the XML PATH mode simply outputs the XML data type and
makes it much easier to output mixed elements and attributes. Using this
mode, the query we've already walked through twice now looks like this:



200

SELECT s.[Name] AS "@StoreName",
c.[ContactID] AS "StoreContact/@ContactId",
c.[ContactTypeID] AS "StoreContact/Q@ContactTypeID"
FROM [Sales] . [Store] s
JOIN [Sales].[StoreContact] ¢ ON s.[CustomerID] =
c.[CustomerID]
ORDER BY s. [Name]
FOR XML PATH

This results in the same execution plan as shown in Figure , as well as
the same estimated cost (0.12). The XML output looks as follows:

<row StoreName="A Bicycle Association">

<StoreContact ContactId="956" ContactTypeID="11" />
</row>
<row StoreName="A Bike Store">

<StoreContact ContactId="322" ContactTypeID="11" />
</row>

Of the various methods of arriving at the same simple XML output,
this clearly results in the simplest execution plan as well as the most
straightforward TSQL. This makes it probably the easiest code to
maintain while still exercising control over the format of the XML
output. The output is transformed to XML only at the end of the
process, using the familiar T-SQL XML Select operator.

From a performance standpoint, to get XML out of a query in the
fastest way possible, you should use fewer XQuery or XPath operations.
With that in mind, the least cost operations above, based on Reads and
Scans, are the final XML PATH and the original XML AUTO which
both behaved basically identically:

Table 'StoreContact'. Scan count 1, logical reads 7,
Table 'Store'. Scan count 1, logical reads 103,

However, since more often than not, the XML created in the AUTO

doesn't meet with the application design, you'll probably end up using
XML PATH most often.

XML EXPLICIT ended up fairly poorly with more scans and reads than
the previous two options:

Table 'Worktable'. Scan count 0, logical reads 0,
Table 'StoreContact'. Scan count 2, logical reads 8,
Table 'Store'. Scan count 2, logical reads 206,

XML AUTO with TYPE was truly horrendous due to the inclusion of
the UDX operations, causing a large number of reads and scans:
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Table 'StoreContact'. Scan count 701, logical reads 1410,
Table 'Store'. Scan count 1, logical reads 103,

OPENXML

To read XML within SQL Server, you can use OPENXML or XQuery.
OPENXML takes in-memory XML data and converts it into a format
that, for viewing purposes, can be treated as if it were a normal table.
This allows you to use it within regular T-SQL operations. It's most
often used when you need to take data from the XML format and
change it into structured storage within a normalized database. In order
to test this, we need an XML document.

<ROOT>
<Currency CurrencyCode="UTE" CurrencyName="Universal
Transactional Exchange">
<CurrencyRate FromCurrencyCode="USD" ToCurrencyCode="UTE"
CurrencyRateDate="1/1/2007" AverageRate=".553"
EndOfDateRate= ".558" />
<CurrencyRate FromCurrencyCode="USD" ToCurrencyCode="UTE"
CurrencyRateDate="6/1/2007" AverageRate=".928"
EndOfDateRate= "1.057" />
</Currency>
</ROOT>

In this case, we're creating a new currency, the Universal Transactional
Exchange, otherwise known as the UTE. We need exchange rates for
the UTE to USD. We'te going to take all this data and insert it, in a
batch, into our database, straight from XML. Here's the script:

BEGIN TRAN
DECLARE @iDoc AS INTEGER
DECLARE @Xml AS NVARCHAR (MAX)

SET @Xml = '<ROOT>
<Currency CurrencyCode="UTE" CurrencyName="Universal
Transactional Exchange">
<CurrencyRate FromCurrencyCode="USD" ToCurrencyCode="UTE"
CurrencyRateDate="1/1/2007" AverageRate=".553"
EndOfDayRate= ".558" />
<CurrencyRate FromCurrencyCode="USD" ToCurrencyCode="UTE"
CurrencyRateDate="6/1/2007" AverageRate=".928"
EndOfDayRate= "1.057" />
</Currency>
</ROOT>"

EXEC sp xml preparedocument @iDoc OUTPUT, @Xml

INSERT INTO [Sales].[Currency]
(
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[CurrencyCode],
[Name] ,
[ModifiedDate]

)

SELECT CurrencyCode,

CurrencyName,
GETDATE ()
FROM OPENXML (@iDoc, 'ROOT/Currency',1l) WITH (

CurrencyCode NCHAR(3), CurrencyName NVARCHAR (50) )

INSERT INTO [Sales].[CurrencyRate]

(

[CurrencyRateDate],
[FromCurrencyCode],
[ToCurrencyCode],
[AverageRate],
[EndOfDayRate],
[ModifiedDate]

)

SELECT CurrencyRateDate,
FromCurrencyCode,
ToCurrencyCode,
AverageRate,
EndOfDayRate,
GETDATE ()

FROM OPENXML (@iDoc ,
'ROOT/Currency/CurrencyRate',2) WITH ( CurrencyRateDate
DATETIME '@CurrencyRateDate', FromCurrencyCode NCHAR (3)
'@FromCurrencyCode', ToCurrencyCode NCHAR (3)
'@ToCurrencyCode', AverageRate MONEY '(@AverageRate',
EndOfDayRate MONEY '(@EndOfDayRate' )

EXEC sp xml removedocument @iDoc
ROLLBACK TRAN

From this query, we get two actual execution plans, one for each
INSERT. The first INSERT is against the Currency table, as shown
in Figure 6:

=) i& B @h

z
INSERT " . " Iidax énjert . Sore » EClu;EE;Ed Il’S\dix Ins;rt
costs 0 5 [Adventurelorks] . [$ales] . [Currency] Cose: 12 % [AdventureWorks] . [Sales] . [Currency]

Cost: 2 % Cost: 11 %
Femote Scan
Cost: 64 %

Compute Scalar
Cost: 0O %

Figure 6

A quick scan of the plan reveals no new XML icons. All the
OPENXML statement processing is handled within the Remote Scan
icon. This operator represents the opening of a DLL within SQL
Server, which will take the XML and convert it into a format within
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memory that looks like a table of data to the query engine. Since the
Remote Scan is not actually part of the query engine itself, the call
outside the query engine is represented by the single icon.

Examining the estimated plan reveals none of the extensive XML
statements that are present in this query: even the XML stored
procedures  sp_xml_preparedocument and  sp_xml_remove
document are referenced by simple logical T-SQL icons, as you can see
in Figure 7.

Query 3: Query cost (relative to the batch): 0%
EXEC sp xml preparsdocument (@iDoc OUTPUT, BXml

i
EXECUTE PROC
Cost: 0O %

Figure 7

The only place where we can really see the evidence of the XML is in
the Output List for the Remote Scan. Here, in Figure 8, we can see the
OPENXML statement referred to as a table, and the properties selected
from the XML data listed as columns.

Bl Output List [CperxML]. CurrencyCode, [OpenxML].Currend
= [1] [CpenxML]. Currency Code

S I [ CpenxiL] CurrencyMame ()

Figure 8

From there, it's a faitly straight-forward query with the data being sorted
first for insertion into the clustered index and then a second time for
addition to the other index on the table.

The second execution plan describes the INSERT against the
CurrencyRate table:

«««««««««

Figure 9

This query is the more complicated of the pair, because of the extra
steps required for the maintenance of referential integrity between the
Currency and CurrencyRate tables. Yet still, we see no XML icons
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because the Remote Scan operation again takes the task of gathering the
new rows for the table. In this case, two comparisons against the parent
table are made through the Merge Join operations. The data is sorted,
first by FromCurrencyCode and then by ToCurrencyCode in order
for the data to be used in a Merge Join, the operation picked by the
Optimizer in this instance.

It's really that easy to bring XML data into the database for use within
your queries, or for inclusion within your database. As discussed
previously, OPENXML is a useful tool for importing the semi-
structured data within the XML documents into the well-maintained,
relational database structure. It can also allow you to pass in data for
other uses. For example, you can pass in a list of variables to be used as
a join in a SELECT statement. The main point to take away is that
once the OPENXML has been formatted, you get to use it as if it were
just another table within your queries..

One caveat worth mentioning: parsing XML uses a lot of memory. You
should plan on opening the XML, getting the data out, and then closing
and deallocating the XML parser as soon as possible. This will reduce
the amount of time that the memory is allocated within your system.

XQuery

Along with the introduction of the XML data type in SQL Server 2005,
came the introduction of XQuery as a method for querying XML data.
Effectively, the inclusion of XQuery gives you a whole new query
language to learn in addition to T-SQL. The XML data type is the
mechanism used to provide the XQuery functionality through the SQL
Server system. When you want to query from the XML data type, there
are five basic methods, each of which is reflected in execution plans in
different ways:

e .query(): used to query the xml data type and return the xml
data type

-value(): used to query the xml data type and return a non-xml

scalar value

e .nodes(): 2 method for pivoting xml data into rows

e .exist(): queries the xml data type and returns a Bool to
indicate whether or not the result set is empty , just like the
EXISTS keyword in TSQL

e .modify(): a method for inserting, updating and deleting XML

snippets within the XML data set.
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The vatious options for running a query against XML, including the use
of FLWOR (for, let, where, order by and return) statements within the
queries, all affect the execution plans. I'm going to cover just two
examples to acquaint you with the concepts and introduce you to the
sort of execution plans you can expect to see. It's outside the scope of
this book to cover this topic in the depth that would be required to
cover all aspects of this new language.

Using the exist method

The .exist method is one that is likely to be used quite frequently when
working with XML data. In the following example, we'll be querying the
resumes of all employees to find out which of the people hired were
once sales managers:

SELECT c¢.[LastName],
c.[FirstName],
e. [HireDate],
e.[Title]
FROM [Person] . [Contact] c
INNER JOIN [HumanResources].[Employee] e
ON c.[ContactID] = e.[ContactID]
INNER JOIN [HumanResources].[JobCandidate] jc
ON e. [EmployeeID] = jc.[EmployeelID]
AND jc.[Resume] .exist (' declare namespace

res="http://schemas.microsoft.com/sglserver/2004/07/
adventure-works/Resume";

/res:Resume/res:Employment/res:Emp.JobTitle[contains
(.,"Sales Manager")]') =1

The query, in this case, finds a single employee who was formerly a sales
manager, and results in the execution plan in Figure 10:

| el el el = 5]

Nested Loops Nested Loops Nested Loops ¥ tor: Clustered Index Scan
(Inner Join) (Left Semi Join) (Inner Join) T [AdventureWorks] . [HumanResou..
cost: 0 & cost: 0 % cost: 0 % : cost: 23 &

oty

[Adventureworks] . [HumanRe sou..
cost: 14 %

SELECT
cost: 0 %

& @
Sable Valued Function
[XML Reader with XPath filte..
Cost: 56 %

Filter
cost: 0 %

2]
Clustered Index Seek
[AdventureWorks] . [Person] . [C.
cost: 7 %

Figure 10

Starting at the usual location, top and right, we see a normal execution
plan. A Clustered Index Scan operation against the JobCandidate
table is followed by a Filter operation that ensures that the Resume field
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is not null. A Nested Loop join is used to combine this data from the
filtered JobCandidate table with data returned from the Employee
table, filtering us down to two rows.

Then, another Nested Loop operator is used combine data from a new
source, a Table Valued Function. This Table Valued Function is
subtitled "XML Reader with XPath filtet". This operation tepresents as
relational data the output from the XQuery. The role it plays is not
dissimilar to that of the Remote Scan operation from the OPENXML
query. However, the TVE, unlike the Remote Scan in the example above,
is actually a part of the query engine and represented by a distinct icon.

The property sheet for the Table Valued Function shows that four rows
were found:

Table ¥alued Function
Table valued Function,

Physical Operation Table Yalued Funckion
Logical Operation Table Yalued Function
Actual Mumber of Rows 4
Estimated I,/0 Cost 0
Estimated CPU Cost 1.004
Estimated Operator Cost 0,0262692 (56%:)
Estimated Subtree Cost 00262592
Estimated Number of Rows 5. 23687
Estimated Row Size 5065 B
Actual Rebinds 2
Actual Rewinds 0
Node ID &
Object

[#ML Reader with xPath filker]

Ouktput Lisk

[#ML Reader with ®Path filter].value, [%ML Reader with
#Path filker]. lvalue

Figure 131

These rows are then passed to a Filter operator that determines if the
XPath query we defined equals one. This results in a single row for
output to the Nested Loop operator. From there it's a typical execution
plan, retrieving data from the Contact table and combining it with the
rest of the data already put together.
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Using the query method

The .query method returns XML. In our example, we'll query the
Demographics data to find stores that ate greater than 20000 feet in
size. In addition to the query, we have to define the XML returned and,
to this end, the query uses XQuery's FLWOR expressions (For, Let,
Where, Order by, and Return). These constructs greatly extend the
versatility of XQuery, to make it comparable to T-SQL:

e  For — used to iterate XML nodes. The For expression binds
some number of iterator variables, in this case, one, to input
sequences, our ss:StoreSurvey. It works a lot like a For/Each
loop

e  Where — you can limit the results using the Where expressions.
It works just like a WHERE clause in SQL

e Otrder — sorts the results, just like ORDER BY in SQL (not
covered here)

e  Return — simply defines the results coming back, kind of like
the SELECT clause in T-SQL except it includes all kinds of
XML commands for formatting.

There is also a let expression, which is not implemented in SQL Server
2005.

In this example, we need to generate a list of stores that are represented
by a particular sales person. Specifically we want to look at any of the
demographics for stores represented by this salesperson that have more
than 20000 square feet. The demographics information is semi-
structured data, so it is stored within XML in the database. To filter the
XML directly, we'll be using the .query method. Let's look at our
example query and execution plan:

SELECT s.Demographics.query ('
declare namespace
ss="http://schemas.microsoft.com/sqglserver/2004/07/
adventureworks/StoreSurvey";
for $s in /ss:StoreSurvey
where ss:StoreSurvey/ss:SquareFeet > 20000
return $s
') AS Demographics
FROM [Sales] . [Store] s
WHERE s.[SalesPersonID] = 279
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Figure 12
The query actually consisted of two simple queries

e A regular T-SQL query against the Store table to return the
rows where the SalesPersonld = 279,

e A query that uses the .query method return the data where the
Store's square footage was over 20000

Stated that way, it sounds simple, but a lot more work was necessary
around those two queries to arrive at a result set..

As always, start at the top and right of Figure 12. The first operator is a
Clustered Index Scan against the Sales table, filtered by the
SalesPersonld. The data returned is fed into the top half of a Nested
Loop, left outer join. Going over to the right to find the second stream
of data for the join, we find a familiar operation: a Clustered Index
Seek. This time though, it's going against an XML clustered index.
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Clustered Index Seek
Scanning a particular range of rows from a clustered

index.

Physical Operation Clustered Index Seek
Logical Operation Clustered Index Seek
Actual Number of Rows 80
Estimated I/0 Cost 0.003125
Estimated CPU Cost 0.0001713
Estimated Operator Cost 0.156085 (28%)
Estimated Subtree Cost 0.156065
Estimated Number of Rows 1
Estimated Row Size 22B
Actual Rebinds 0
Actual Rewinds 0
Ordered True
Node 1D El
Predicate

[Adventureworks].[sys].
[xml_index_nodes_213010662%_32000][hid] as
[Storesurvey: 1].[Hid]="k'

Object

[Adventureworks].[sys].
[xml_index_nodes_2130106629_32000].
[P¥ML_Store_Dremographics] [StoreSurvey: 1]
Output List

[Adventureworks].[sys].
[xml_index_rodes_2130106629_32000].id,
[Adventurevyorks].[5ys].
[xml_index_nodes_2130106629 32000].hid,
[Adventureworks].[sys].
[xml_index_rodes_2130106629_ 320007 pk 1
Seek Predicates

Prefix: [Adventurewarks].[sys].
[xml_index_nodes_2130106629_320007.pk 1 = Scalar
Operator ([AdventureWorks].[Sales].[Stare].
[CustomerlD] as [s].[CustomerlT])

Figure 13

You can see in Figure 13 that the index seek is occurring on
PXML_Store_Demographics, returning the 80 rows from the index
that match on the Customerld field from the store. Below this, another
Clustered Index Seek gathers data matching the Customerld, but
adds the SquareFeet as part of the output. This data is filtered and
then the outputs are combined through a Left Join.

From there, it feeds on out joining against all the rest of the XML data
before going through a UDX operator that outputs the formatted XML
data. This is all then combined with the original rows returned from the
Store table. Of note is the fact that the XQuery information is being
treated almost as if it were T-SQL. The data above is being retrieved
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from an XML index which stores all the data with multiple rows for
each node, sacrificing disk space for speed of recovery.

Summary

These examples don't begin to cover the depth of what's available
within XQuery. Functions for aggregating XML data are available. You
can pass variables from T-SQL into the XQuery commands. It really is a
whole new language and syntax that you'll have to learn in order to take
complete advantage of what it has to offer. For an even more thorough
introduction, read this white paper offered from Microsoft :

http://msdn2.microsoft.com/en-us/library/ms345122.aspx

It can take the place of FOR XML, but you might see some
performance degredation.

You can also use XQuery in place of OPENXML. The functionality
provided by XQuery goes way beyond what's possible within
OPENXML. Combining that with TSQL will make for a powerful
combination when you have to manipulate XML data within SQL
Server. As with everything else, please test the solution with all possible
tools to ensure that you're using the optimal one for your situation.


http://msdn2.microsoft.com/en-us/library/ms345122.aspx�
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CHAPTER 8: ADVANCED TOPICS

In the previous chapters, we have discussed how execution plans are
generated, how to interpret them and have examined plan for some
moderately complex queries, including most of the common SQL
Server objects, such as stored procedures, views, indexes, cursors and so
on. In our discussion of hints, we even walked through some ways in
which we could exercise some control over how the execution plan was
generated.

In this final chapter, we will take a tour of some of the more advanced
topics related to the interpretation and manipulation of execution plans,
covering the following:

e Large scale execution plans and how to interpret them

e Parallelism — why you might want to use parallelism, how to
control it in your query execution and how to interpret parallel
plans

e Forced parameterization — used to replace hard-coded literals
with parameters and maximize the possibility of plan reuse.
Used mainly in systems subject to a large amount of ad-hoc, or
client-generated, SQL.

e Using Plan Guides — to exercise control over a query without
changing the actual code; an invaluable tool when dealing with
third party applications.

e  Using Plan Forcing — to capture and reuse an execution plan,
the final word in controlling many of the decisions made by the
optimizer.

Reading Large Scale Execution Plans

The most important thing to remember when you're dealing with
execution plans that cover large numbers of tables, and large numbers
of individual plans, is that the rules haven't changed. The optimizer uses
the same criteria to determine the optimal type of join, type of index,
and so on, whether you're dealing with two tables or two hundred.

However, the nature of the optimizer is such that, when faced with a
truly large and complex plan, it's unlikely to spend too much time trying
to find the perfect execution plan. This means, as the plans become
more complex, the need to understand what decisions were made by the
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optimizer, why, and how to change them, becomes that much more
important.

Let's take a look at what I'd consider a reasonably large-scale execution
plan (although I've seen much larger). The following stored procedute
returns the appropriate data set, based on whether or not any special
offers were used by a particular individual. In addition, if a particular
special offer is being requested, then procedure executes a different
query and returns a second, different result set.

DROP PROCEDURE [Sales].[uspGetDiscountRates] ;
GO
CREATE PROCEDURE [Sales].[uspGetDiscountRates]
(
@ContactId INT
,@SpecialOfferId INT
)
AS
BEGIN TRY
-- determine if sale using special offer exists
IF EXISTS ( SELECT * FROM [Sales].[Individual] i
INNER JOIN [Sales].[Customer] c
ON i.CustomerID = c.CustomerID
INNER JOIN
[Sales].[SalesOrderHeader] soh
ON soh.CustomerID = c.CustomerID
INNER JOIN
[Sales].[SalesOrderDetail] sod
ON soh. [SalesOrderID] =
sod. [SalesOrderID]
INNER JOIN
[Sales] . [SpecialOffer] spo
ON sod. [SpecialOfferID] =
spo. [SpecialOfferID]

WHERE 1i.[ContactID] = @ContactId
AND spo. [SpecialOfferID] =
@SpecialOfferId )
BEGIN
SELECT c.[LastName] + ', ' + c.[FirstName]

,c.[EmailAddress]
,1.[Demographics]
,spo. [Description]
,spo. [DiscountPct]
,sod. [LineTotal]
,p. [Name]
,p.[ListPrice]
,sod. [UnitPriceDiscount]
FROM [Person].[Contact] c
INNER JOIN [Sales].[Individual] i
ON c.[ContactID] = i.[ContactID]
INNER JOIN [Sales].[Customer] cu
ON i.[CustomerID] = cu.[CustomerID]
INNER JOIN [Sales].[SalesOrderHeader] soh
ON cu. [CustomerID] = soh.[CustomerID]
INNER JOIN [Sales].[SalesOrderDetail] sod
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ON soh.[SalesOrderID] = sod.[SalesOrderID]
INNER JOIN [Sales].[SpecialOffer] spo

ON sod. [SpecialOfferID] =

spo. [SpecialOfferID]

INNER JOIN [Production].[Product] p

ON sod. [ProductID] = p.[ProductID]

WHERE c.ContactID = @ContactId

AND sod. [SpecialOfferID] =

@SpecialOfferId;
END
-- use different query to return other data set
ELSE
BEGIN
SELECT c.[LastName] + ', ' + c.[FirstName]

,c.[EmailAddress]
,1.[Demographics]
,soh.SalesOrderNumber
,sod. [LineTotal]
,p. [Name]
,p.[ListPrice]
,sod. [UnitPrice]
,st.[Name] AS StoreName
,ec.[LastName] + ', ' + ec.[FirstName] AS
SalesPersonName
FROM [Person].[Contact] c
INNER JOIN [Sales].[Individual] i
ON c.[ContactID] = i.[ContactID]

INNER JOIN [Sales].[SalesOrderHeader] soh
ON 1i.[CustomerID] = soh.[CustomerID]
INNER JOIN [Sales].[SalesOrderDetail] sod

ON soh. [SalesOrderID] =
sod. [SalesOrderID]
INNER JOIN [Production].[Product] p
ON sod. [ProductID] = p.[ProductlID]
LEFT JOIN [Sales].[SalesPerson] sp
ON soh.SalesPersonID = sp.SalesPersonID
LEFT JOIN [Sales].[Store] st
ON sp.SalesPersonID = st.SalesPersonID
LEFT JOIN [HumanResources].[Employee] e
ON sp.SalesPersonID = e.[EmployeelID]
LEFT JOIN Person. [Contacct] ec
ON e. [ContactID] = ec.[ContactID]
WHERE i.[ContactID] = @ContactId;
END

--second result SET
IF @SpecialOfferId = 16
BEGIN
SELECT p. [Name]
,p.[ProductLine]
FROM [Sales].[SpecialOfferProduct] sop
INNER JOIN [Production].[Product] p
ON sop. [ProductID] = p.[ProductID]

WHERE sop.[SpecialOfferID] = 16;

END

END TRY
BEGIN CATCH
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SELECT ERROR NUMBER ()
\ ,ERROR MESSAGE ()

AS ErrorNumber
AS ErrorMessage

’

RETURN ERROR NUMBER () ;
END CATCH
RETURN 0 ;

This type of procedure does not represent an optimal way of accessing
the required data. The first time the query is run, it creates a plan based
on the initial parameters supplied. Because of the IF statement, the
second and subsequent runs of the procedure can result in different
queries being run using a very sub-optimal plan.

Unfortunately, most DBAs are going to run into things like this at some
point in their career. We'll execute the procedure with the following

parameters:
EXEC [Sales].[uspGetDiscountRates]
@ContactId = 12298, -- int
@SpecialOfferId = 16 -- int

This results in a set of data looking something like this:

[ Results | [y Messages

(Mo colurn name] | Emailddcess Demographics SalesOrdeiumber | LineTotal  Mame
1 [ Bames Famando | femandod7@sdventure-works com  <lnci ot wonlns ="ty £/ schemas microso . 5052035 5330000 AW Logo Cap
2 “Bames, Femando  femandod7@adventure-works com  <Inci ey umlns="hitp://schemas microso. . 5052035 32600000 HL Road Tie
3 Bames, Femando  fernandod?@adventure-works com  <lnc wey xmins="http: //schemas. microso. 5052083 29550000 ML Mountain Tire
4 Bames,Femando  femandod7@adventuie-warks.com  <ln ey ymlns="hilp./schemas. mierosa.., 5052083 2290000 Faleh Kit/s Paiches
5 Bames, Femando  femandod7@adventure-works.com e wnnlns="hitp:f/schemas icr 505363 3990000 Foad Tire Tube
6 Bames Femando  femandod7@sdventure-works com  <lnc e wrnlns=" ity £/schemas microso | 5053635 32600000 HL Road Tie
7 Bames,Femando  femandod7@adventusworks.com  <lnci ey umlns="hilp:/Jschemss microso. 3053835 54390000 Hydration Pack - 70 o2
8 Bames, Femando  fernandod?@adventure-works com  <Inc vey xmins=""http: //schemas. microso. 5054388 24550000 ML Road Tire
9 Bames, Femando  femandod7@adventure-works.com ey s ="t/ schemas.micr 5054308 49990000 LongSleeve Loge Jersey, XL
Name ProductLine
1 Mountsin-200 Black. 38 | M
2 Mountsin200 Black, 46 M
3 Mountain 600 Sikver, 40 M
4 MountainS00Silver, 42 M
5 MountsinS00Silver 44 M
6 MountsinB00 Silver 48 M
7 Mountsin500 Silver, 52 M
Figure 14

This image of the data set does not include all the columns, but you can
see that two result sets were returned, the first being the results that had
no discounts and the second being the query that runs if the special
offer is passed to the query. The estimated execution plan is shown in
Figure 2:
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Figure 2

Obviously, this plan is unreadable without drilling down. However, even
from this macro view, you can still see the logical steps of the query.
The first grouping of icons describes the first query that checks for the
existence of the special offer. The second, larger group of icons
describes the query that runs when there are no special offers. Finally,
the third group of icons describes the last query, which runs when the
script receives the SpecialOfferID = 16.

While this execution plan may look intimidating, it is not doing anything
that we haven't seen elsewhere. It's just doing a lot more of it. The key
to investigating plans of this type is to not be daunted by their size and
remember the basic methods for walking the plan. Start at the top and
on the right and work your way through.

You have at least one tool that can help you when working with a large
graphical plan. In the lower right of the results pane in the query
window, when you're looking at an execution plan, you'll see a little plus
sign, as shown in Figure 3:
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Figure 3

Click on the plus sign to open a little window, showing a representation
of the entire execution plan. Keep your mouse button depressed, and
drag the cursor across the window. You'll see that this moves a small
"viewing rectangle" around the plan, as shown in Figure 4:
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Figure 4

As you drag the viewable area, you'll notice that the main display in the
results pane tracks your mouse movements. In this way, you can
navigate around a large execution plan and keep track of where you are
within the larger context of the plan, as well as view the individual
operators that you're investigating,

As to the procedure itself, the only point worth noting here is that the
majority of the cost of the query (62%), as currently written, is a
Clustered Index Scan operator against the Sales.Individual table.
None of the existing indexes on that table include the ContactID
column, at least not in a way that can be used by the optimizer for these
queries. Adding an index to that column radically enhances the
performance of the query.

When dealing with large scale plans, you may opt to capture the XML
plan and then use the search capabilities inherent in XML to track down
issues such as Clustered Index Scans. Be warned, though, that as
difficult as navigating a large scale execution plan in the graphical
format becomes, that problem is multiplied within XML with all it's
extra data on display. If you're just getting started with execution plans
this large, it might be better to stay away from the XML, but be aware
that it is available as an added tool.
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In summary, the operations for a large scale execution plan are not
different from any other you have seen in this book; there are just more
of them. Don't be intimidated by them. Just start at the top right, in the
normal fashion and work your way through in stages, using the scrolling
window to navigate around, if necessary.

Parallelism in Execution Plans

SQL Server can take advantage of the fact that the server on which you
are operating has multiple processors. It's able to take some operations
and spread the processing across the processors available to it. There are
a couple of basic system settings that determine if, or when, parallelism
can be used by your server:

e "Max Degree of Parallelism", which sets the number of
processors that SQL Server will use when executing a parallel
query. By default this is set to "0", which uses all available
processors.

e "Cost Threshold for Parallelism", which specifies the
threshold, or minimum cost, at which SQL Setver creates and
runs parallel plans. This cost is an estimated number of seconds
in which the query will run. The default value is "5".

Max Degree of Parallelism

SQL Server will determine the optimal number of processors to run a
given parallel query (assuming that multiple processors are available). By
default, it will use all available processors. If you wish to suppress
patallel execution, you set this option to a value of "1". If you wish to
specify the number of processors to use for a query execution, then you
can set a value of greater than one, and up to 64.13

As described on BOL (http://msdn2.microsoft.com/en-us/library
ms181007.aspx), you can configure this option via the sp_configure
system stored procedure, as follows:

13 In addition to these system settings, you can also affect the number of
processors used by a query by supplying the MAXDOP query hint, as
described in Chapter 5.


http://msdn2.microsoft.com/en-us/library/�ms181007.aspx�
http://msdn2.microsoft.com/en-us/library/�ms181007.aspx�
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sp_configure 'show advanced options', 1;
GO
RECONFIGURE WITH OVERRIDE;
GO
sp_configure 'max degree of parallelism', 3;
GO
RECONFIGURE WITH OVERRIDE;
GO

Cost Threshold for Parallelism

As the optimizer assigns costs to operations within the execution plan,
which is an estimation of the number of seconds each operation will
take. If that cost is greater than the "Cost Threshold for Parallelism"
then that operation may get defined as a parallel operation.

The actual decision process used by the optimizer is outlined as follows:

¢ Does the server have multiple processors? Parallel
processing requires the server to have more than one processor.

e Are sufficient threads available? Threads are an operating
system construct that allow multiple concurrent operations, and
SQL Server must check with the OS to determine if threads are
available for use prior to launching a parallel process.

e What type of query or index operation is being
performed? Queries that cost more, such as those that sort
large amounts of data or do joins between large tables, and so
on, lead to a higher estimated cost for the operation. It's this
cost that is compared against the cost threshold.

e Are there a sufficient number of rows to process? The
number of rows being processed directly affects the cost of
each operation, which can lead to the process meeting or not
meeting the cost threshold.

e  Are the statistics current? Depending on the operation, if the
statistics are not current the optimizer may either choose not to
use parallelism, or it will decide to use a lower degree of
parallelism.

When the optimizer determines that a query will benefit from parallel
execution, it adds marshalling and control operators, called exchange
operators. These operators act to split the work done into multiple
streams of data, pass it through the various parallel operators, and bring
it all back together again.

When an execution plan is created that uses parallelism, this plan is
stored in cache mwice: once for a plan that doesn't use parallelism and
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once for a plan that does. When a plan is reused, it is examined for the
number of threads it used the last time. The query engine, at execution
time, then determines whether that same number will be used, based on
the current system load and the number of threads available.

Are Parallel Plans Good or Bad?

The one thing to remember about parallelism is that it comes at a cost.
It takes processing time and power to divide the operations into various
threads and martial them back together. For long-running, processor-
intensive, large-volume queties, patallelism makes a lot of sense. You'l
see this type of thing mainly in reporting, warchouse or business
intelligence systems. In an OLTP type of system, where the majority of
the transactions are small and fast, parallelism can cause unwanted slow
downs. A query can actually run slower with a parallel execution plan
than without one.

There is no hard and fast rule for determining when parallelism will be
useful, or when it will be more costly. The best approach is to observe
the execution times of queries that use parallelism and, where necessary,
cither change the system settings to increase the cost threshold, or use

the MAXDOP query hint in individual cases.

It all comes down to understanding the execution plans so that you can
identify parallelism and then testing to see if you are receiving a benefit
from the parallel processes. Query execution times are usually the surest
indicator as to whether or not you are getting a benefit from parallel
execution. If the time goes down with MAXDOP set to 1 during a test,
that's an indication that the parallel plan is hurting you. If the times go
down after you set the cost threshold to 3, then you're seeing a real
benefit from parallel executions.

Examining a Parallel Execution Plan

If, like me, you're performing these tests on a machine with a single
processor, then you won't be able to see any parallel plans. Kalen
Delaney supplied a method for simulating multiple processors in SQL
Server Magazine, InstantDoc #95497 (available only to subscribers). In
the SQL Server Configuration Manager, right-click the appropriate SQL
Server service and edit the startup properties. Add a property "-Px",
which represents the number of processors that you want to simulate.
You must then restart the service. This simulates parallel execution
plans, but it does not actually give you parallel execution on a single
processor machine.
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For more detail, read the article. However, I'll repeat the warning from

the article: never do this on a production system.

We're starting with an aggregation query, or the sort that you might see
in a data mart. If the data set that this query operated against was very

large, it might benefit from parallelism. Here's the query:

SELECT [so] . [ProductID]

,COUNT (*) AS Order Count
FROM [Sales] . [SalesOrderDetail] so
WHERE [so].[ModifiedDate] >= '2003/02/01"

'2003/02/01")
GROUP BY [so].[ProductID]
ORDER BY [so].[ProductID]

AND [so].[ModifiedDate] < DATEADD (mm, 3,

If we take a look at the estimated execution plan, we'll see the faitly

straight forward plan shown in Figure 5:

= = * (5
1 ]
i1 E=
Hash Match Clustered Index Scan
Zort Compume Scal
i ookt = {Aggregate) [Adventurelorks] . [Sales]. [SalesOrde..

Cost: 1 % Cost: 0O %

Figure 5

Cost: 12 % Cost: 86 %

There is nothing in this plan that we haven't seen before, so we'll move
on to see what would happen to this plan if it were executed with the
use of multiple processors. In order to force the optimizer to use a
parallel plan, change the Parallelism Threshold to 1 from whatever value

it is now (5 by default). Then, we can run this query and
execution plan:

obtain a parallel

sp_configure 'cost threshold for parallelism',
GO
RECONFIGURE WITH OVERRIDE ;
GO
SET STATISTICS XML ON;
GO
SELECT [so] . [ProductID]
,COUNT (*) AS Order Count

FROM [Sales] . [SalesOrderDetail] so

WHERE [so].[ModifiedDate] >= '2003/02/01"'
AND [so].[ModifiedDate] < DATEADD (mm,

'2003/02/01")

GROUP BY [so].[ProductID]
ORDER BY [so].[ProductID]
GO

SET STATISTICS XML OFF;
GO

i g

3,
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Select "Include Actual Execution Plan" so that you generate both the
graphical and XML versions of the plan. The graphical execution plan is
shown in Figure 6:

Figure 6

The first thing that will probably jump out at you, in addition to the new
operators that support parallelism, is the small yellow icon with two
arrows, which is attached to the otherwise familiar operators. This icon
designates that these operators as being used within a parallel processing
stream. If we examine the XML plan, we begin to see how parallelism is
implemented:

<QueryPlan DegreeOfParallelism="2" MemoryGrant="162"
CachedPlanSize="22" CompileTime="5" CompileCPU="5"
CompileMemory="320">

The value of 2, assigned to the DegreeOfParallelism property,
indicates that the execution of this query will be split between each of
the two available processors. Looking at the graphical execution plan,
we'll start from the right as we usually do. As we identify the operator,
we'll find its equivalent within the XML execution plan. First we find a
Clustered Index Scan operator.

The following RelOp eclement describes that same Clustered Index
Scan operator:

<RelOp NodeId="5" PhysicalOp="Clustered Index Scan"
LogicalOp="Clustered Index Scan" EstimateRows="4987.95"
EstimateIO="0.915718" EstimateCPU="0.0668028"
AvgRowSize="19" EstimatedTotalSubtreeCost="0.98252"
Parallel="1" EstimateRebinds="0" EstimateRewinds="0">

<RunTimeInformation>

<RunTimeCountersPerThread Thread="2" ActualRows="0"
ActualEndOfScans="1" ActualExecutions="1" />

<RunTimeCountersPerThread Thread="1" ActualRows="5166"
ActualEndOfScans="1" ActualExecutions="1" />

<RunTimeCountersPerThread Thread="0" ActualRows="Q0"
ActualEndOfScans="0" ActualExecutions="0" />

</RunTimeInformation>

</RelOp>

Notice that the Parallel property is set to 1, indicating a parallel
operation (it is set to zero in a non-parallel operation). Within this
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element, the RunTimeInformation sub-element defines a list of sub-
elements called RuntTimeCountersPetrThread. The three sub-
elements here indicate that three threads were launched.

The next RelOp node describes the Parallelism operator:

<RelOp NodelId="4" PhysicalOp="Parallelism"
LogicalOp="Repartition Streams" EstimateRows="4987.95"
EstimateIO="0" EstimateCPU="0.0344762" AvgRowSize="11"
EstimatedTotalSubtreeCost="1.07038" Parallel="1"
EstimateRebinds="0" EstimateRewinds="0">

<RunTimeInformation>

<RunTimeCountersPerThread Thread="1" ActualRows="2561"
ActualEndOfScans="1" ActualExecutions="1" />

<RunTimeCountersPerThread Thread="2" ActualRows="2605"
ActualEndOfScans="1" ActualExecutions="1" />

<RunTimeCountersPerThread Thread="0" ActualRows="0"
ActualEndOfScans="0" ActualExecutions="0" />

</RunTimeInformation>

</RelOp>

This Repartition Streams parallel operation simply takes the multiple
streams of data and outputs multiple streams of data, spreading the data
across threads.

The data then moves to a Hash Match which processes the rows based
on the ProductID field, performing the grouping of the data necessary
for the aggregate output:

<RelOp NodeId="3" PhysicalOp="Hash Match"
LogicalOp="Aggregate" EstimateRows="261.129"
EstimateIO="0" EstimateCPU="0.0315549" AvgRowSize="15"
EstimatedTotalSubtreeCost="1.10193" Parallel="1"
EstimateRebinds="0" EstimateRewinds="0">

<RunTimeInformation>

<RunTimeCountersPerThread Thread="1" ActualRows="51"
ActualEndOfScans="1" ActualExecutions="1" />

<RunTimeCountersPerThread Thread="2" ActualRows="48"
ActualEndOfScans="1" ActualExecutions="1" />

<RunTimeCountersPerThread Thread="0" ActualRows="0"
ActualEndOfScans="0" ActualExecutions="0" />

</RunTimeInformation>

Again, as can be seen in the RunTimelnformation element, we'te
performing this operation in parallel.

The Scalar Operator and the Sort Operator follow in line, each one
performing its actions against the same threads originally allocated.
Finally, we arrive at another Parallelism operator:
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<RelOp NodeId="0" PhysicalOp="Parallelism"
LogicalOp="Gather Streams" EstimateRows="261.129"
EstimateIO="0" EstimateCPU="0.0301494" AvgRowSize="15"
EstimatedTotalSubtreeCost="1.1394" Parallel="1"
EstimateRebinds="0" EstimateRewinds="0">

<RunTimeInformation>

<RunTimeCountersPerThread Thread="0" ActualRows="99"
ActualEndOfScans="1" ActualExecutions="1" />

</RunTimeInformation>

This Gather Streams operation finds all the various threads from the
different processors and puts it back together into a single stream of
data. In addition to Gather Streams and Repartition Streams,
described above, the Parallelism operator can also Distribute Streams,
which takes a single stream of data and splits it into multiple streams for
parallel processing in a logical plan.

As you can see in the RunTimeInformation element, after gathering
the other streams together for output to the Select operator, we're now
only dealing with a single thread.

Once you're done experimenting with parallelism, be sute to reset the
Parallelism Threshold to where it was on your system (the default is 5).

sp_configure 'cost threshold for parallelism', 5 ;
GO

RECONFIGURE WITH OVERRIDE ;

GO

How Forced Parameterization affects
Execution Plans

Forced parameterization replaces the default behavior of simple
parameterization, an example of which we saw in Chapter 2. . Simple
parameterization occurs automatically. When no parameters are defined
within a query, and instead it uses only hard coded values such as
"AddressId = 52", then the query engine will take such values and turn
them into parameters.

The example we saw in Chapter 2 was a simple DELETE statement:

DELETE FROM [Person]. [Address]
WHERE [AddressID] 52¢
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The search predicate in the Clustered Index Delete operation from
this plan used a parameter instead of the hard coded value 52, as you
can see in the Seek Predicate of the property sheet:

Clustered Index Delete
Delete rows from a clustered index,

Physical Operation Clustered Index Delete
Logical Operation Delete

" Estimated 1,/0 Cost 0.04
Estimated CPU Cost 0.000004
Estimated Operator Cost 0.0432871 (72%)
Estimated Subtree Cost 0.0432571
Estimated Number of Rows 1
Estimated Row Size 11B
Node 1D 7
Object

[Adventureworks] [Person] [Address].
[Pk _Address_AddressIC], [AdventureWworks] [Person].
[Address].[Ak_Address_rowguid], [Adventure\Works].
[Ferson][Address].
[I%_Address_Addresslinel_AddressLine?_City_StateProwi
: ncell_PostalCode], [Adventure\Waorks].[Person].
[Address] [Ix_Address_StateProvincelly]
Output List
[Adventureworks] [Person] [Address]. AddressID
| Seek Predicate
Prefix: [AdventureWorks].[Person].[Address]. AddressID
= Scalar Operator (CONYERT_IMPLICTIT (Nt [@1],0%)

Figure 7

This action is performed by the optimizer in an effort to create plans
that are more likely to be reused. The optimizer is only able to perform
this function on relatively simple queries. The parameters created are as
close to the correct data type as the optimizer can get but, since it's just
an estimation, it could be wrong.

The optimizer arbitrarily provides the names for these parameters as
part of the process. It may or may not generate the same parameter
names, in the same order, from one generation of the execution plan of
the query in question to the next. As the queries get more complex it
may be unable to determine whether or not a hard-coded value should
be parameterized.

This is where Forced Parameterization comes into play. Instead of the
occasional parameter replacing a literal value, based on the simple rules,
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SQL Server attempts to replace all literal values with a parameter, with
the following important exceptions:

e Literals in the select list of any SELECT statement are not
replaced

e Parameterization does not occur within individual T-SQL
statements inside stored procedures, triggers and UDFs, which
get execution plans of their own.

e XQuery literals are not replaced with parameters

A very long list of other explicit exceptions is detailed in the Books
Online.

The goal of using forced parameterization is to reduce recompiles as
much as possible. Even when taking this more direct control over how
the optimizer behaves, you have no control over the parameter name,
nor can you count on the same name being used every time the
execution plan is generated. The order in which parameters are created
is also arbitrary. Crucially, you also can't control the data types picked
for parameterization. This means that if the optimizer picks a particular
data type that requires a CAST for comparisons to a given column, then
you may not see applicable indexes being used. Therefore, using forced
parameterization can result in sub-optimal execution plans being
selected.

So why would you want to use it? A system developed using stored
procedures with good parameters of appropriate data types is very
unlikely to benefit from forced parameterization. However a system that
has been developed with most of the T-SQL being ad-hoc, or client
generated, may contain nothing but hard-coded values. This type of
system could benefit greatly from forced parameterization. As with any
other attempts to force control out of the hands of the optimizer and
the query engine, testing is necessary.

Normally, forced parameterization is set at the database level. You have
the option of choosing to set it on for a single query using the query
hint PARAMETERIZATION FORCED, but this hint is only
available as a Plan Guide, which will be covered in the next section.

In this example, we have several literals used as part of the query, which
is a search to find email addresses that start with the literal, 'david":

SELECT 42 AS TheAnswer
,C.[EmailAddress]
,e.[BirthDate]
,a. [City]
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FROM [Person] . [Contact] c
JOIN [HumanResources].[Employee] e
ON c. [ContactID] = e.[ContactID]

JOIN [HumanResources].[EmployeeAddress] ea
ON e. [EmployeeID] = ea.[EmployeelD]
JOIN [Person].[Address] a
ON ea.[AddressID] = a.[AddressID]
JOIN [Person].[StateProvince] sp

ON a.[StateProvinceID] = sp.[StateProvincelID]
WHERE c.[EmailAddress] LIKE 'david%'
AND sp.[StateProvinceCode] = '"WA' ;

Run the query, and then let's take a look at the cached plans (see
Chapter 1 for more details):

SELECT [cp].[refcounts]
, [cp] . [usecounts]
, [cpl. [objtypel

, [st].[dbid]
, [st].[objectid]
, [st].[text]
; lap] . [query plan]
FROM sys.dm exec cached plans cp

CROSS APPLY sys.dm exec sgl text(cp.plan handle) st
CROSS APPLY sys.dm exec query plan(cp.plan handle)
ap

The query stored is identical with the query we wrote. In other words,
no parameterization occurred. The graphical execution plan looks as
shown in Figure 8:

Laave

Figure 8

Let's now enable forced parameterization and clean out the buffer cache
so that we're sure to see a new execution plan:

ALTER DATABASE AdventureWorks
SET PARAMETERIZATION FORCED
GO
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DBCC freeproccache
GO

If you run the query again, you'll see that the execution plan is the same
as that shown in Figure 8. However, the query stored in cache is not the
same. It now looks like this (formatted for readability):

(@0 varchar (8000)

select 42 as TheAnswer
,C.[EmailAddress]
,e.[BirthDate]

,a.[City]
from [Person] . [Contact] c
join [HumanResources] . [Employee] e
on c.[ContactID] = e.[ContactID]
join [HumanResources]. [EmployeeAddress] ea

join [Person].[Address] a
on ea.[AddressID] a.[AddressID]
join [Person].[StateProvince] sp
on a.[StateProvinceID] = sp.[StateProvincelD]
where c.[EmailAddress] like 'david%'
and sp.[StateProvinceCode] = @0

[
on e.[EmployeelID] = ea.[EmployeelD]
]

As you can see, at the top of the query, a parameter is declared, @0
varchar(8000). This parameter, instead of the two character string we
supplied in the original query definition, is then used to compare to the
StateProvinceCode field. This could seriously affect performance,
either positively or negatively, more likely negatively since there will be
an implicit CAST operation to get the data from being a
VARCHAR(8000) to a CHAR(3).

However, this does increase the likelihood that, if this query is called
again with a different two or three character state code, the plan will be
reused.

Before proceeding, be sure to reset the parameterization of the
Adventureworks database:

ALTER DATABASE AdventureWorks
SET PARAMETERIZATION SIMPLE
GO
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Using Plan Guides to Modify Execution Plans

Through most of the work we've been doing so far, if we wanted to
change the behavior of a query we could edit the T-SQL code, add or

modify an index, add some hints to the query, or all of the above.

What do you do, however, when you'te dealing with a third party
application where you cannot edit the T-SQL code, or where the
structure and indexes are not under your control? This is where Plan
Guides come in handy. Plan guides are simply a way of applying valid
query hints to a query without actually editing the T-SQL code in any
way. Plan guides can be created for stored procedures and other
database objects, or for SQL statements that are not part of a database

object.

The same caveat that applies to query hints obviously has to apply here:
exercise due caution when implementing plan guides because changing
how the optimizer deals with a query can setriously impact it's

performance in a negative way.

You create a plan guide by executing the procedure, sp_create_plan_

guide and there are three available types of plan guide:

e Object plan guides — applied to a stored procedure, function or

DML trigger
e SQL plan guides — applied to strings in T-SQL statements and
batches, which are outside the context of a database object

e Template plan guides — used specifically to control how a query

is parameterized

Object Plan Guides

Let's assume for a moment that we've noticed that the AdventureWorks
procedure, dbo.uspGetManagerEmployees, is generating poor plans
part of the time. Testing has lead you to the conclusion that, ideally, you
need to add a RECOMPILE hint to the stored procedute in order to
get the best possible execution plan most of the time. However, this
isn't a procedure you can edit. So, you decide to cteate a plan guide that

will apply the recompile hint without editing the stored procedure.

Let's take a look at the plan guide and then I'll describe it in detail:

EXEC sp create plan guide @name = N'MyFirstPlanGuide',
@stmt = N'WITH [EMP cte] ([EmployeeID], [ManagerID],
[FirstName], [LastName], [RecursionLevel])

-- CTE name and columns
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AS (

c.[LastName], O
-- Get the initial list of Employees for Manager n
FROM [HumanResources].[Employee] e
INNER JOIN [Person].[Contact] c

)
-- Join back to Employee to return the manager name
SELECT [EMP cte].[RecursionLevel],
[EMP cte].[ManagerID], c.[FirstName] AS

FROM [EMPicte]

INNER JOIN [HumanResources].[Employee] e

ON [EMP cte].[ManagerID] = e.[EmployeelID]

INNER JOIN [Person].[Contact] c

ON e. [ContactID] = c.[ContactID]
ORDER BY [RecursionlLevel], [ManagerID], [EmployeeID]
OPTION (MAXRECURSION 25) ', @type = N'OBJECT',
@module or batch = N'dbo.uspGetManagerEmployees',

@params = NULL,

@hints = N'OPTION (RECOMPILE, MAXRECURSION 25)'
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SELECT e. [EmployeeID], e.[ManagerID], c.[FirstName],

ON e.[ContactID] = c.[ContactID]

WHERE [ManagerID] = @ManagerID

UNION ALL

SELECT e. [EmployeeID], e.[ManagerID], c.[FirstName],

c.[LastName], [RecursionLevel] + 1
-- Join recursive member to anchor

FROM [HumanResources].[Employee] e
INNER JOIN [EMPicte]
ON e.[ManagerID] = [EMP cte].[EmployeelID]
INNER JOIN [Person].[Contact] c
ON e. [ContactID] = c.[ContactID]

' 'ManagerFirstName'', c.[LastName] AS

' 'ManagerLastName'"',

[EMP cte].[EmployeeID], [EMP cte].[FirstName]
[EMP cte].[LastName] -- Outer select from the CTE

First, we use the @name parameter to give our plan guide a name, in
this case MyFirstPlanGuide. Note that plan guide names operate

within the context of the database, not the server.

The @stmt parameter has to be an exact match to the query that the
query optimizer will be called on to match. White space and carriage
returns don't matter, but in order to create the above, I had to include
the CTE. Without it I was getting errors. When the optimizer finds code

that matches, it will look up and apply the correct plan guide.

The @type parameter is going to be a database object, so this would be

referred to as an object plan guide.

In the @module_or_batch parameter, we specify the name of the
target object, if we're creating an object plan guide, as in this case. We

supply null otherwise.
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We use @params only if we're using a template plan guide and forced
parameterization. Since we're not, it's null in this case. If we were
creating a template this would be a comma separated list of parameter
names and data types.

Finally, the @hints parameter specifies any hints that need to be
applied. We apply the RECOMPILE hint, but notice that this query
already had a hint, MAX RECURSION. That hint had also to be part
of my @stmt in order to match what was inside the stored procedure.
The plan guide replaces the existing OPTION; so if, like in this case,
we need the existing OPTION to be carried forward, we need to add it
to the plan guide.

From this point forward, without making a single change to the actual
definition of the stored procedure, each execution of this procedure will
be followed by a recompile.

SQL Plan Guides

Let's take a look at another example. Let's assume that we've got an
application that submits primarily ad-hoc SQL to the database. Once
again, we're concerned about performance and we've found that if we
could only apply an OPTIMIZE FOR hint to the query, we'd get the
execution plan that we'd like to see.

The following simple query, where we lookup addresses based on a city,
should be familiar from Chapter 5:

SELECT * FROM [Person] . [Address]
WHERE [City] = 'LONDON'

From Chapter 5, we already know that we can improve the performance
of the above query but applying the OPTIMIZE FOR (@City =
'Newark' )) query hint so let's enforce that behavior via a SQL plan
guide:

EXEC sp create plan guide @name = N'MySecondPlanGuide',
@stmt = N'SELECT * FROM [Person].[Address] WHERE [City]
= Q0"',
Qtype = N'SQL',
@module or batch NULL,
@params = N'@0 VARCHAR (8000) "',
@hints = N'OPTION (OPTIMIZE FOR (@0 = ''Newark''))'
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In order to be sure of the formatting of the query with parameters as
the optimizer will see it, you'll need to run the query through
sp_get_query_template. This system procedure generates a
patameterized quetry output so we can verify that what we've done is the
same as how the query will look when it has been parameterized by the
system:

DECLARE @my templatetext nvarchar (max)

DECLARE @my parameters nvarchar (max)

EXEC sp get query template @templatetext N'SELECT * FROM
[Person] . [Address]

WHERE [City] = ''LONDON''',

@templatetext = @my templatetext OUTPUT,

@parameters @my parameters OUTPUT

select @my templatetext
SELECT @my_ parameters

This returns two strings:

select * from [Person] . [Address] where [City] = Q0

and

@0 wvarchar (8000)

You can see where we used these in the query above.

Now when we run the query, with the plan guide created and enforced
by the query engine, we get the execution plan we want, as shown in
Figure 9:

5 b

Nested Loops Index Scan
[Inner Join) [Adventurelorks] . [Person] . [4.
Cost: & % Cost: 94 %

Key Lookup
[AdventurelWorks] . [Person] . [4.
cCost: 2 %

Figure 9

Template Plan Guides

As a final example, consider the query we used previously to
demonstrate forced parameterization. If we determine that a procedure
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we cannot edit must have the parameterization set to forced, we can
simply create a template plan guide, rather than changing the settings
on the entire database.

You will need to use sp_get_query_template again in order to be sure
of how the query is structured when parameterized.

You can then create the template guide, as follows:

EXEC sp create plan guide @name = N'MyThirdPlanGuide',
@stmt = N'SELECT 42 AS TheAnswer
,C.[EmailAddress]
,e.[BirthDate]

,a.[Cityl]
FROM [Person] . [Contact] c
JOIN [HumanResources].[Employee] e
ON c.[ContactID] = e.[ContactID]
JOIN [HumanResources].|[EmployeeAddress] ea
ON e. [EmployeeID] = ea.[EmployeelD]
JOIN [Person].[Address] a
ON ea. [AddressID] = a.[AddressID]
JOIN [Person].[StateProvince] sp
ON a.[StateProvinceID] = sp.[StateProvincelID]
WHERE c.[EmailAddress] LIKE ''david$''
AND sp.[StateProvinceCode] = "'WA''',

@type = N'TEMPLATE',

@module or batch = NULL,

@params = N'@0 VARCHAR (8000) ",

@hints N'OPTION (PARAMETERIZATION FORCED) '

Plan Guide Administration

To see a list of plan guides within the database, simply select from the
dynamic management view, sys.plan_guides:

SELECT * FROM sys.plan guides

Aside from the procedure to create plan guides, a second one exists,
sp_control_plan_guide, which allows you to drop, disable or enable a
specific plan guide, or drop, disable or enable all plan guides in the
database.

Simply run execute the sp_control_plan_guide procedure, changing
the @operation parameter appropriately.

EXEC sp_control plan guide @operation = N'DROP'
,@name = N'MyFourthPlanGuide'
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Summary

With these three simple examples we've created all three types of plan
guides. Don't forget, these ate meant to be tools of last resort. It's
almost always better to directly edit the stored procedures if you are
able to. These tools are primarily for work with third party products
where you can never directly modify the objects within the database but
you still need a tuning and control mechanism.

Using Plan Forcing to Modify Execution Plans

The USE PLAN query hint, introduced in SQL Server 2005, allows
you come as close as you can to gaining total control over the query
execution plan. This hint allows you to take an execution plan, captured
as XML, and store it "on the side", for example inside a plan guide, and
then to use that plan on the query from that point forward.

You cannot force a plan on:

e INSERT, UPDATE or DELETE queries.
e Queries that use cutsors other than static and fast_forward
e Distributed queries and full text queries

Forcing a plan, just like all the other possible query hints, can result in
poor performance. Proper testing and due diligence must be observed
prior to applying USE PLAN.

While you can simply attach an XML plan directly to the query in
question, XML execution plans are very large. If your plan exceeds 8k in
size and is attached to the query, then you query can no longer be
cached because it exceeds the 8k string literal cache limit. For this
reason, you should use USE PLAN, within a plan guide, so that the
query in question will be cached appropriately, enhancing performance.
Further, you avoid having to deploy and redeploy the query to your
production system if you want to add or remove a plan.

Following is an example of a simple query for reporting some
information from the SalesOrderHeader table that has been turned
into a simple stored procedure:

CREATE PROCEDURE Sales.uspGetCreditInfo ( @SalesPersonID INT
| )
AS
SELECT soh. [AccountNumber]
,soh. [CreditCardApprovalCode]
| ,soh. [CreditCardID]
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,soh. [OnlineOrderFlag]
FROM [Sales] . [SalesOrderHeader] soh
WHERE soh. [SalesPersonID] = @SalesPersonID

When the procedure is run using the value for @SalesPersonID = 277,
a clustered index scan results, and the plan is quite costly.

5

Clustered Index 3can
[AdventureWorks] . [3ales] . [ 3a.
Cost: 100 %

Figure 10

If the value is changed to 288, an index seek with a bookmark lookup
occuts.

MNested Loops Index Seek
[Inner Join) [AdventureWorks] . [Sales] . [3a.
Caost: 0O % Cast: 6 %
s -"
Tl

Eey Lookup
[AdwventurelWorks] . [Sales] . [3a.
Cost: 94 %

Figure 11

This is much faster than the clustered index scan. If the execution plan
for the procedure takes the first value for its plan, then the later values
still get the clustered index scan. While we could simply add a plan guide
that uses the OPTIMIZE FOR hint, we'te going to try USE PLAN
instead.

First, we need to create an XML plan that behaves in the way we want.
We can do this by taking the SELECT criteria out of the stored
procedure and modifying it to behave in the correct way. This results in
the correct plan. In order to capture this plan, we'll wrap it with
STATISTICS XML, which will generate an actual execution plan in
XML:

SET STATISTICS XML ON

GO

SELECT soh. [AccountNumber]
,soh. [CreditCardApprovalCode]
,soh. [CreditCardID]
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,soh. [OnlineOrderFlag]

, FROM [Sales] . [SalesOrderHeader] soh
WHERE soh. [SalesPersonID] = 288;
GO
SET STATISTICS XML OFF
GO

This simple little query generates a 107 line XML plan, which I won't
replicate here. With the XML plan in hand, we'll create a plan guide to
apply it to the stored procedute (due to the size of the XML, I've left it
off the following statement):

EXEC sp create plan guide
@name = N'UsePlanPlanGuide',
@stmt = N'SELECT soh.[AccountNumber]
,soh. [CreditCardApprovalCode]
,soh. [CreditCardID]
,;soh. [OnlineOrderFlag]
FROM [Sales] . [SalesOrderHeader] soh
WHERE soh. [SalesPersonID] = @SalesPersonID --288 --277",
@type = N'OBJECT',
@module or batch = N'Sales.uspGetCreditInfo',
@params = NULL,
@hints = N'OPTION (USE PLAN N''<ShowPlanXML..

Now, when the query is executed using the values that generate a bad
plan:

EXEC [Sales] .uspGetCreditInfo @SalesPersonID = 277

We still get the execution plan we want, as shown in Figure 12:

ic] 2

Nested Loops Index Seek
[Inner Join) [LdwventureWorks] . [Sales] . [Sa.
cost: 0O % Cost: 0O %
i
Eev Lookup

[AdwentureWorks] . [Sales] . [3a.
Cost: 99 %

Figure 12

As a final reminder: using a plan guide, especially one that involves USE
PLAN, should be a final attempt at solving an otherwise unsolvable
problem. As the data and statistics change or new indexes are
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implemented, plan guides can become outdated and the exact thing that
saved you so much processing time yesterday will be costing you more
and more tomorrow.

Summary

With many of the options discussed in this chapter, especially USE
PLAN, you're taking as much direct control over the optimizer and the
query engine as you can. Because of that, you're taking as much of a
risk with your queries as you can as well. It really is possible to mess up
your system badly using these last few tools. That said, need may arise
when you have that third party tool that is recompiling like crazy or a
procedure that you can't edit because it would require financial testing
and then having a tool like forced parameterization or plan guides can
save your system. Just remember to test thoroughly before you attempt
to apply any of these options to your production systems.
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from Red Gate Software
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ingeniously simple tools



SQL Backup from $295

Compress, encrypt and monitor SQL Server backups

2 Compress database backups by up to 95% for faster backups and restores

N

Protect your data with up to 256-bit AES encryption (SQL Backup Pro only)

7 Monitor your data with an interactive timeline, so you can check and edit the status
of past, present and future backup activities

7 Optimize backup performance with multiple threads in SQL Backup’s engine

"The software has by far the most
user-friendly, intuitive interface in its
.1 class; the backup routines are well-
compressed, encrypted for peace

of mind and are transported to our
server rapidly. | couldn't be happier.

Kieron Williams IT Manager, Brunning & Price

N
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SQL Response from $495

Monitors SQL Servers, with alerts and diagnostic data

7 Investigate long-running queries, SQL deadlocks, blocked processes and more
to resolve problems sooner

7 Intelligent email alerts notify you as problems arise, without overloading you
with information

2 Concise, relevant data provided for each alert raised

72 Low-impact monitoring and no installation of components on your SQL Servers

2501 Respomse 1.0 [SEE

“SQL Response enables you to monitor,
get alerted and respond to SQL
problems before they start, in an easy-
to-navigate, user-friendly and visually

precise way, with drill-down detail where ——

you need it most.”

H John B Manderson President and Principle
Consultant, Wireless Ventures Ltd
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SQL Compare

Compare and synchronize SQL Server database schemas

Simple, easy to use, 100% accurate

N N N N

Work with live databases, snapshots, script files or backups

“SQL Compare and SQL Data Compare
are the best purchases we've made in the

from $395

Automate database comparisons, and synchronize your databases

Save hours of tedious work, and eliminate manual scripting errors

MSTS.TESTNET ;3 - g MSTS.TESTNET @
.NET/SQL environment. They've saved us Wgetatutuly Wiloetred e
‘Synchronization will change this database
hours of development time and the fast, Object ame /| _Inchude_| ObjctName [~
t datab . . \at exist in both but are different 4 @ al [ None
easy-to-use database comparison gives ey rerarre
us maximum confidence that our migration Wigsitaferonces)  [Flap widpethafersncns
widgets  [F]mp widgets
scripts are correct. We rely on these R =
" at exists only in MSTS, TESTNET. Wi. 1 @ Al [J) None
products for every deployment! [ o
Paul Tebbutt Technical Lead, Universal Music Group x|
dbo.CurrentPrices (3 = @ dbo.CurrentPrices Su= 52 a AA
3 fdgetprices. widgetIn, widgetprices.price,
[ B LECT widgetID, Price, Description =
a View #
1 CREATE VIEW dbo.CurrentPrices
3
H -
4 b
s FROM dbo.widgets INNER JOIN -
6 dbo. etPrices onN -
7 dbo. widgets.RecordID = dbo.widgetr =
§ WHERE dbo.widgetPrices. Active = *
110 7
1 co % o

SQL Data Compare

Compare and synchronize SQL Server database schemas

from $395

2 Compare your database contents
2 Automatically synchronize your data
2 Simplify data migrations
2 Row-level restore
22 Compare to backups
4 S0L Data Compare |M=X]
Fie Actions Tools Help
b Comparison rojets... [ 7 Edtproject... | | 2] Refresh comparison &/ synchvonization wizard... | (2)
©) Iteractive Help:  This pane dsplays information a5 you move your mouse pointer over the diferent areas of the main window.
s T | @ o e
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i Viewer @E} ‘Synchronization will change this database.
EEEE v] Type | AIDferent Object Name| [3]__ [EE _[5] | object Name Al dentical
o 2 [E]=[E] 4 objects with diferences in their rows Actions @
[~} 2 ‘WidgetDescriptions | 1 WidgetDescriptions 1
8 3 WidgetPricelist [7] 1 1 ‘WidgetPriceList 1
= 4 WidgetPrices [7] 3 1 WidgetPrices. 2
[ = ) widgets [] 1 =1 Widgets 1
a = 1 object with identical rows only
[=] 0 WidgetReferences 0 0 WidgetReferences 2
| Object Differences x
AR fron
Include | ° RecordID [ 11
v 50,0000 50.0000 Little widget | Little widget2
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SQL Prompt

from $195

Intelligent code completion and layout for SQL Server

7 Write SQL fast and accurately with code completion

7 Understand code more easily with script layout

7 Continue to use your current editor — SQL Prompt works within SSMS,
Query Analyzer, and Visual Studio

A

powerful features

Keyword formatting, join completion, code snippets, and many more

5 Microsoft SQL Server Management Studio

Fle Edt View Query Project SQLRefactor SQLPrompt Tools Window Community Help

oo ) G B SESEd BERES,

“It's amazing how such a simple concept
quickly becomes a way of life. With SQL
Prompt there’s no longer any need to
hunt out the design documentation, or to
memorize every field length in the entire
database. It's about freeing the mind from
being a database repository - and instead
concentrate on problem solving and
solution providing!” Dr Michael Dye Dyetech

W 22 3 | adventreworks 2| Bt v m IS g2 AL 2 iy 0 EY]

hsts.testnet.A...SQLQuery1.sql* | Object Explorer Details
uct]

SELECT * FROM [Production]
N (Sales]

[Sales

[Product dbat

>

Product . Modif.
[Production.Product.ProductID = Sales.SalesOrderDetail...

= Sales.sal

[Production. Product.rowguid = Sales.SalesOrderDetail.ro.
Product

[salesOrderDetail
CarrierTrackingNumber nvarch
c1ass nchar(2)

color nvarchar(15)
PaysToManufacture int
PiscontinuedDate datetime
[FinishedGoodsFlag Flag

[LineTotal numeric(38, 6)

[ListPrice money

N
SQL Data Generator

Test data generator for SQL Server databases
Data generation in one click

Data can be customized if desired

N N N N

Eliminates hours of tedious work

& Preview of data to be generated (first 100 lines)

MakeFlag Flag
ModifiedDate datetime
ModifiedDate datetime

ame Name

o000 00808800¢0¢¢

2
N
O
93]

Realistic data based on column and table name

“Red Gate’s SQL Data Generator has
overnight become the principal tool
we use for loading test data to run our

performance and load tests”
Grant Fritchey Principal DBA, FM Global

TitleOfCourtesy BirthDate HireDate Region PostalCode Country HomeF
Title datetime datetime ne (Stren L Region ZIP Code Country Phone
Dr 23/08/1963 04:0... 25/04/1992 20:0... 37 Fabien St. Richmond IA-CT 58907 Gibraltar 12353]
Miss 10/01/1960 23:2... 16/02/1976 11:2... 850 WhiteNobel... NULL NV-EW 39330 Tajikistan 69862:
Mr 27/07/1970 13:5... 03/12/1953 15:3.. 45 Green Milton... New York TN-OH 60387 Liberia 529-89
Mr 27/01/2002 04:3... 24/07/1958 00:5... 43 MiltonBoulev... Sacramento NM-JR 13294 Céted'Ivoire 984-11
Mr 31/05/1994 04:1... 12/01/1964 04:4... 592 Rocky Cowl.. Santa Ana MI-UU NULL Jersey 417-47
Mrs 17/11/1975 10:1... 27/10/1968 18:5... 69 Clarendon Pa... SanJose IL-TC 41768 New Caledonia 11305(
Dr. 16/05/1974 06:1... 25/11/1998 14:5... 207 Fabien Blvd. Houston AL-GE 04937 Belgium 89687¢
Dr 27/12/1999 19:4... 03/05/1972 13:1.. 53 Rocky OakR... Baton Rouge MA-RT 65364 Swaziland 076-87
Dr 14/10/1971 03:1... 28/06/1978 10:0... 260 East Rocky... Charlotte AL-AR 97727 Benin 54684¢
Mr 09/11/1981 13:2... 26/12/2001 15:0... 476 NorthFabie... Akron MA-IU 94269 Palau 87561:
Dr 28/06/1987 01:3... 30/10/1972 00:0... 48 South Hague... Norfok VT-uv 66385 American Samoa  89085(
Mr 20/10/1962 04:4... 07/09/2005 17:1... 939 Fabien Park.. Grand Rapids HI-YT 86033 Swaziland 58415(
Mr 25/01/2001 08:0... 18/08/1983 12:0... 348 North Green... Wichita FL-IV 32302 Zambia 124-42
Mr 05/01/1955 10:0... 12/08/1983 22:5.. 32Cowley Boule... Spokane Wv-DI 45980 Chile 457-22



SQL Toolbelt™

$1,795

The twelve essential SQL Server tools for database professionals

You can buy our acclaimed SQL Server tools individually or bundled.
Our most popular deal is the SQL Toolbelt: all twelve SQL Server tools in a single
installer, with a combined value of $5,240 but an actual price of $1,795, a saving

of more than 65%.

Fully compatible with SQL Server 2000, 2005 and 2008!

SQL Doc

Intelligent code completion and layout for
SQL Server

2 Produce simple, legible and fast HTML
reports for multiple databases

7 Documentation is stored as part of
the database

7 Output completed documentation to
a range of different formats.

$295
SQL Packager

Compress and package your databases
for easy installations and upgrades

7 Script your entire database accurately
and quickly

7 Move your database from A to B

7 Compress your database as an exe file,
or launch as a Visual Studio project

7 Simplify database deployments and
installations

from $295
SQL Comparison SDK

Automate database comparisons
and synchronizations

7 Full APl access to Red Gate
comparison tools

7 Incorporate comparison and
synchronization functionality into
your applications

2 Schedule any of the tasks you require
from the SQL Comparison Bundle

$595

SQL Dependency Tracker

The graphical tool for tracking database
and cross-server dependencies

7 Visually track database object dependencies

7 Discover all cross-database and cross-
server object relationships

7 Analyze potential impact of database
schema changes

7 Rapidly document database
dependencies for reports, version
control, and database change planning

$195
SQL Multi Script

Single-click script execution on multiple
SQL Servers

7 Cut out repetitive administration by
deploying multiple scripts on multiple servers
with just one click

7 Return easy-to-read, aggregated results from
your queries to export either as a csv or
txt file

7 Edit queries fast with an intuitive interface,
including colored syntax highlighting, Find
and Replace, and split-screen editing

$195
SQL Refactor

Refactor and format your SQL code

Twelve tools to help update and maintain
databases quickly and reliably, including:
7 Rename object and update all references

7 Expand column wildcards, qualify object
names, and uppercase keywords

7 Summarize script
7 Encapsulate code as stored procedure

$295
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How to
Become an
Exceptional
DBA e

By Brad McGehee

A career guide that will show you, step-
by-step, exactly what you can do to
differentiate yourself from the crowd so
that you can be an Exceptional DBA.
While Brad focuses on how to become an
Exceptional SQL Server DBA, the advice

in this book applies to any DBA, no matter
what database software they use. If you
are considering becoming a DBA, or are a
DBA and want to be more than an average
DBA, this is the book to get you started.

ISBN: 978-1-906434-05-2
Published: July 2008

Brad’s Sure Guide to

SQL Server 2008

Brad McGehee
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Brad’s Sure Guide
to SQL Server 2008

The Top Ten New
Features for DBAS
By Brad McGehee

Learning SQL Server 2008 is not as

steep a learning curve as learning SQL
Server 2005 was, but neither is it a simple
task that you can expect to accomplish
overnight. This book describes the top
ten most important new features for
Production DBAs in SQL Server 2008,

and covers many of the key features
Production DBAs will find interesting. Brad
walks you through each feature, gives
examples, and makes sure you're ready to
tackle SQL Server 2008.

ISBN: 978-1-906434-06-9
Published: September 2008



Mastering SQL Server Profiler
Brad McGehee

For such a potentially powerful tool,

High PeromanceSQL Sever Profiler is surprisingly underused. Itis often
hard to analyze the data you capture, and
Mastering SQL this is distressing because Profiler has so
Server Profiler much potential to make a DBA's life more
Brad M McGehee productive. Profiler records data about
various SQL Server events, and this data can
be used to troubleshoot a huge range of SQL
Server issues. This book will make it easier for
you to learn how to use Profiler, analyze the
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data it provides, and to take full advantage of
its potential for troubleshooting SQL Server
problems.

ISBN: 978-1-906434-16-8
Published: March 2009

The Art of XSD

Jacob Sebastian

This book will help you learn and use
AR XML Schema collections in SQL Server.
of XSD
;I(;!geerveﬁﬂrl.!chema Collections to start with this bOOk, although
Jacob Sebastian any experience with XSD will make

Prior knowledge of XSD is not required

your learning process easier. A lot of
applications exchange information in XML
format, and this book will take you from
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the basics of XML schemas and walk

you through everything you need to know,
with examples and labs, in order to build
powerful XML schemas in SQL Server.

ISBN: 978-1-906434-13-7
Planned for March 2009
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